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Administrativia

e You should have been added to the Piazza forum

e Today is the last day to send in the papers for presentations. |
will send an email over the weekend with assignments.
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Last class

Bayesian inference: ]D(@ f(""\ W, \9) -

(4N

pri( = r( w: 1 9)

F('@l Wi . w ) (O> \9 §-- &"’«:}G)

F(w""‘ww

(Sngs

=> P wn) = g ?(w"“WW\e> f(@ 19

A g

MAP — W A¥ TMywn o~ fos*tr}or'\

9*< Ou v by X \J(G\W;-n\/v
S}



MAP and posteriors

In general,

e Priors are especially important when the amount of data is small

e As there is more data, the prior becomes less influential on the
posterior

e Under some mild conditions, the posterior is a distribution
concentrated around the MLE



Conjugacy of prior and likelihood
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Prior is “hyperparametrised”. What is the posterior?
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Let@be a set of priors hyperparametised by a set (¥, for a
parameter space ©. Therefore, each p € P is a probability
distribution p(0 | ). Let M be a model over 2 such that each p € M
is a probability distribution p(w | 0). We say,@is conjugate to@, if

for any choice of a € (X and data wy, ..., w, it holds that
p(0|wi,...,w,,a) €P. o
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Definition of Conjugacy

Let P be a set of priors hyperparametised by a set (¥, for a
parameter space ©. Therefore, each p € P is a probability
distribution p(0 | o). Let M be a model over Q2 such that each p e M
IS a probability distribution p(w | 6). We say, P is conjugate to M, if
for any choice of a« € (¥ and data wy, ..., w, it holds that
p(@|wi,...,w,,«a) €P.

Previous example (argh-blah example):
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Posterior new hyperparameters:
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Conjugacy — always useful?

Trivial non-useful example of conjugacy
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Conjugacy — always useful?

Another trivial non-useful example of conjugacy
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Conjugacy: summary

Conjugacy is useful when:

e The prior is not too poor
e |t is easy to calculate the posterior hyperparameters

(40)



Minimum Description Length and MAP

What is — log, p(0|w1, ..., wy) ?



Minimum Description Length and MAP

What is — log, p(0|w1, ..., wy) ?

What is — log, p(6)?



Minimum Description Length and MAP
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Minimum Description Length and MAP
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MAP: 6* = arg maxgy log, p(0) + log, p(w1, ..

What is — log, p(0|w1, ..., wy) ?

What is — log, p(6)?

What is —log, p(wi, ... ,w,|0)?

Encoding 6* requires separately:

e Encoding the hypothesis according to the prior

e Encoding the data according to the hypothesis

That’s the “minimum description length” criterion






Summary

Bayesian analysis:

e Only uses Bayes’ rule to do inference

e Posterior is a distribution over parameters

e Can summarise the posterior, e.g. MAP, to get a point estimate
e Need to be careful about choice of prior

e Especially important with small amounts of data

e MAP has a connection to minimum description length (MDL)



