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Introduction

Topic 247

word

DRUGS
DRUG
MEDICINE
EFFECTS
BODY
MEDICINES
PAIN
PERSON
MARIJUANA
LABEL
ALCOHOL
DANGEROUS
ABUSE
EFFECT
KNOWN
PILLS

word

RED
BLUE
GREEN
YELLOW
WHITE
COLOR
BRIGHT
COLORS
ORANGE
BROWN
PINK
LOOK
BLACK
PURPLE
CROSS
COLORED




Introduction

Representation

/\

Probabilistic topics Axes of a spatial

e Advantage : Each topic is individually interpretable, providing a
probability distribution over words that picks out a coherent
cluster of correlated terms.




Generative Models

PROBABILISTIC GENERATIVE PROCESS
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Probabilistic Topic Models

LDA(Latent Dirichlet Allocation )

The probability density of a T dimensional Dirichlet distribution over the
multinomial distribution p = (p4, ..., p7) is defined by:

?

Dir(a,,...,0; ) =

The Dirichlet is a convenient distribution on the simplex — it 1s in the eprnential family, has finite
dimensional sufficient statistics, and is conjugate to the multinomial distribution. In Section 5, these

properties will facilitate the development of inference and parameter estimation algorithms for LDA.




Probabilistic Topic Models

Dirichlet distribution e
F(O{O) I,Lak_l
[(ay) - T'(ak) k

From PRML k=1
posterior distribution for the parameters { z41. } in the form

Dir(p|a) =

K

p(u[D, @) o< p(Dlp)p(pler) oc ] T g+

From PRML =1

We see that the posterior distribution again takes the form of a
Dirichlet distribution, confirming that the Dirichlet is indeed a
conjugate prior for the multinomial.
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Probabilistic Topic Models
Variant LDA

Arrows indicate conditional
. - g(d)

dependencies between

variables

Plates (the boxes in the figure)
refer to repetitions of
sampling steps

Variable in the lower right @

corner referring to the
number of samples.




Interpretation

® Each axis represents the probability of
observing a particular word type.(with W

1 K P(wordl) - dimentions)
opic

By Graph
A

®The W-1 dimensional simplex
represents all probability distributions
over words.

observed
document

generated

document eEach document and topic in the text
collection can be represented as a point
on the simplex

.
! Pword2) ®Each document that is generated by the

model is a convex combination of the
| P(word3) T topics




Interpretation

By Matrix Factorization

documents

documents

C D | C,

normalized mixture mixture
co-occurrence matrix components weights

eFeature values are non-negative and sum up to one.

e Topic-word distributions are independent but not
orthogonal




Algorithm for Extracting Topics

0 D-P(z; = )
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EM

local maxima of the likelihood
function




Algorithm for Extracting Topics

Directly estimate the
9.¢ | posterior distribution

Many text collections contain
millions of word token.

The estimation of the posterior
over z requires efficient estimation

procedures. Gibbs
Sampling

Gibbs sampling is one of the best
choices.




Algorithm for Extracting Topics
MCMC

3 X4
(b)

(a) From MLAPP

T

p(X1.1) = p(X1)p(Xo| X1)p(X3|Xa) ... = p(X1) | [ p(X:|Xi-1)

From MLAPP t=2




Algorithm for Extracting Topics

Gibbs Sampling
s topic assignment of token i to topic j

s topic assignments of all other word tokens
s word indices

document indices

C.,+p C,) +a

T
"Hwp >y ICi HTa
t=1

word w is assigned to topic j

other known or
observed information
topic j is assigned to some word token in document d




Algorithm for Extracting Topics




Algorithm for Extracting Topics
Deal with Exchangeability of topics Statistic
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M MCMC
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Algorithm for Extracting Topics
Stability of Topicsl
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Conclusion

® Generative Models

eDifferent representations

®mprovement




