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Abstract, This paper views the System Life Cy-
cle from the perspective of Information Systems, the
application of Knowledge Management and modern
Quality theory. It shows how to reduce cost and
schedule overruns by means of explicit emphasis on
Configuration Management within the Cataract Ap-
proach to Build Planning in an integrated manage-
ment-technical environment can reduce cost and
schedule overruns and minimise project failures.

L INTRODUCTION

This paper shows how effective configura-
tion control may be used to minimise the by proj-
ect failures and cost and schedule overruns en-
demic in the current systems and scftware acquisi-
tion paradigm. Data from the USA [1] and UK [2]
show that the problem is an international one. Ef-
forts to overcome the problem have reacted to the
effects of poorly articulated and changing user re-
quirements during the development process and
have focussed on changing the production process
from the waterfall approach to some type of rapid,
spiral or other methodology. However, from an in-
formation systems and Knowledge Management
perspective the root cause of the cost and schedule
overruns and project failures is not because the re-
quirements change, it is a combination of

s the poor management of changing require-
ments during the System Life Cycle (SLC),
and

s the lack of information needed for making in-
formed decisions about the impact of the pro-
posed changes.

The system and software development life cy-
cle (SDLC) section of the SLC has evolved several
methodologies since the early days of the Waterfall
model. One of them, the Spiral Model [3] explicit
emphasis on Risk Management. However, even
with Risk Management and the current emphasis
on process standards and capability maturity

measurement, the developer working within the
current production paradigm, cannot answer two
simple questions posed by the customer during the
SDLC [4] namely:

s  “What do you mean, you can’t tell me how
much of my project has been completed?” [5].

¢ “What do you mean you can’t tell me if my
project is in trouble?” [6].

The key to effective control of the SLC

The key to effective control of the SLC is the
Anticipatory Testing approach [7]. It can provide
answers to the two questions, and thus by infer-
ence, cost-effective control of the SDLC. The An-
ticipatory Testing concept is a control and infor-
mation system paradigm rather than a production
paradigm. It views the SLC from the perspective of
Information Systems, the application of Knowl-
edge Management and modemn Quality theory. It
has explicit emphasis on Configuration Manage-
ment and building Quality into the process. Refer-
ence [7] states that the process, product and organi-
sation represent three tightly coupled dimensions
and must not be considered independently. In addi-
tion, every one of the dimensions changes over
time.

A

From the Anticipatory Testing perspective,
the SLC is a time-ordered sequence of activities
and can be considered as a series-parzliel set of
phased Builds (mini waterfalls or cataracts) [8] ina
multi-threaded environment under the control of
the Configuration Control Board (CCB). There are
three threads of work in the SLC, management,
development and test, sometimes known by other
names including Quality. Reference [9] provides a
description of the Cataract methodology that ex-
tends the Spiral Model by explicitly emphasising
configuration control.
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II. CHANGES

Reference [10] states that there are two types
of changes during the SLC

¢ Planned changes. These tend to be changes
that add capability.

¢  Unplanned. These tend to be changes that re-
pair defects, but unplanned additional re-
quirements are also a fact of life.

A.  Change requests

The process for dealing with both types of
change is the same and begins with a change re-
qusst. The change requests are processed via the
CCB. Requests for planned changes tend to be
processed well before the change is to be imple-
mented. Requests for unplanned changes howsver,
need to be categorised by priority. Typical catego-
ries my be “routine”, “urgent”, or *do by yester-
day” or their equivalents. A typical “do by yester-
day” change request is the result of an analysis of a
Discrepancy Report (DR) reporting that the system
crashes,

B.  The generic process for handling a change
request

The generic process for handling a change re-
quest is shown in Figure 1. Some source generates
a change request, which is logged and assigned an
identification number. The impact of the requested
change on the product and process (Builds) shown
in Figure 2, is assessed and a decision made as to
whether to accept or reject the request. The source
is then notified of the decision, if the change re-
quest is accepted, then, if the configuration control
process is fully operational:
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Fig. 1. The generic change request process

*  From the product perspective, the affected re-
quirements and all subsequent project docu-
mentation must be changed to reflect the new
situation. This is done by adding, deleting or
modifying (a combinaticn of adding and de-
leting) requirements. The change may affect
the capability of components at various levels
of the design.
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Fig. 2. The impact of a change request

e From the process perspective, the Build Plan
must be changed to show when and where the
change will be implemented by changing the
affected elements of the Work Breakdown
Structure (WBS). The cost and schedule im-
pact will then be seen.

¢ The Systems Engineering Management Plan
(SEMP) and Operations Concept Document
(OCD) must be modified as appropriate.

However, in most current instances the con-
figuration contro! process is defective and one or
more of the steps listed above do not take place.

[II. THE CONFIGURATION CONTRCL
PROCESS

Conventional configuration control tends to
be limited to products that are either in process of
construction or have been completed. However,
the key to effective control of the production proc-
ess is effective configuration control and informed
decisions about the impact of any change request
on both the product (cost and capability) and the
process (cost and schedule). Thus the impact of
the requested change on the process as represented
by the Build Plan and WBS also needs to be as-
sessed as well as the impact on the functionality or
capability of the product under development,

1V. IMPACT ASSESSMENTS
A.  The purpose of the impact assessment

The purpose must be to determine the cost,
feasibility and risk of each requested change to
both the product and process. The elements of the
impact assessment are the

*  Determination if the request has been rejected
before and if those reasons ate still applicable

[91.

«  Determination if the request has been accepted’
but not yet implemented [9].

e Determination if a conflict or contradiction
exists with other requirements and resolve it.

+ Determination if the requirement/change is
really needed.



¢ Determination of the change in the total proj-
ect risk on the schedule.

s Determination if the change is feasible.

e Estimation of the cost to implement the re-
quirement/change.

® Determination of the cost drivers for the
change in the design.

e Performing sensitivity analyses on the cost
drivers. The results of a typical sensitivity
analysis are shown in Figure 3.

¢ Discussing the cost drivers the results of the
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Fig. 3. Typical Sensitivity Analysis Graph

sensitivity analysis with the customer and de-
termining if the cost drivers are really neces-
sary. For example, in a given system, the re-
quirement was for a communications band-
width of 900 units. If the requirement had
been accepted without the analysis, the cost to
implement would have been estimated as 100
units of money. However, when presented
with the graph shown in Figure 3, the cus-
tomer was able to state that the bandwidth re-
quirement of 900 had been based on building
in excess capability on a needed bandwidth of
450. Thus lowering the bandwidth require-
ment to 800 would still provide more than the
needed capability, thus reducing the costs by
about 95%.

s Documenting the decisions in the system re-
quirement repesitory.

B, Typical impact assessment questions

Typical impact assessment questions that may
be used to guide the assessment are

¢  Why do we need the change?

s  What if we don’t accept it?

e ‘What are the alternatives?

s  'What will the modified system do?

s How will the change contribute tc mission
objectives?

* How will the change impact existing and
planned adjacent systems?

®  What are the risks and their probability of oc-
currence?

e  What are the required resources required for
implementing the change?

e How long will it take to implement the
change?

C.  The analysis of the change request

The CCB will assign incoming change re-
quests to an Integrated Product Process Team
(IPPT). The IPPT will analyse the change and per-
form the impact assessment to the appropriate
depth to minimise risks. The analysis phase of the
impact assessment can be considersd as the tradi-
tional design phase of the SLC. If the change re-
quest is considered as a requirement, then the pro-
cess of meeting the requirement is the design of
alternative solutions and the choice of the optimal
solution, namely the analysis and synthesis func-
tions of the SLC. The analysis is a problem solving
and fixing exercise as illustrated in the feedback
loop shown in Figure 4.
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Fig. 4. Problem solving feedback loop

The problem is examined and analysed
which results in one or more solutions being pro-
posed. If the root cause of the problem is not
found, a solution may not work or may onty work
for a short period of time. In addition, even if the
implemented solution works it may introduce fur-
ther problems that only show up after some period
of time. Consider the implications of the time de-
lay in the problem solving feedback loop. Any ac-
tion has an effect in the present and in the future.
Group these effects in time as:

e First order - noticeable effect within a second
or less.

e Second order - noticeable effect within a mi-
nute or less.

¢ Third order - noticeable effect within an hour
or less. .

* Fourth order - noticeable effect within a day
or less.



* Fifth order - noticeable effect within a week
or less.

*  Sixth order - noticeable effect within a month
or less.

e Seventh order - noticeable effect within a
year or less.

¢ Eighth order - noticeable effect within a dec-
ade or less.

* Ninth order - noticeable effect within a cen-

tury or less.

e  Tenth order — noticeable effect after a cen-
tury or more.

The analysis of the requested change has to
consider 21l of the above as applicable. While the
higher order effects may not be applicable in 2
computer based system, they are applicable in
long-lived systems such as those that affect the en-
vironment (IDams, power plants, etc.)

V. THE DECISION

When the impact analysis is complete, the
project manager makes the final decision on the ef-
fect of a change. Two factors affect the decision,
namely the recommendations of the IPPT (based
on the result of the analysis) on the impact of the
requested change on the cost, schedule and risk,
and the willingness of the customer to accept the
impact. The knowledge needed to perform both the
analysis and make the decision is represented in
the Quality System Elements (QSE) stored in a
Framework for Requirements Engineering in a
Digital Integrated Environment [4]. The informa-

tion in the QSE includes but is not limited to the
iterns shown in Table 1.

V1. THE SUITE OF TOOLS THAT COMPRISE
THE SILVER BULLET

The suite of tools that comprise the Silver
Bullet needed for configuration contro! in the An-
ticipatory Testing environment are a combination
of several existing different and usually uncon-
nected tools (eg. Requirements Managemerit, Proj-
ect Management, WBS, Configuration Control,
and Cost Estimation, etc.), used in today’s man-
agement and engineering work streams of the SLC.
In addition the tools must also provide the capabil-
ity to perform

s impact assessments of the effects of proposed
changes before implementation,

o trade studies to compare the costs, risks, and
capabilities of alternative designs.

VII. THE CONFIGURATION CONTROL
BOARD

The CCB controls change. The acronym can
also mean Change Control Board. The CCB must
control all changes in the SDLC, those affecting
beth the process and the product. Thus project
management must be a function of the CCB
something that is not typically done in the current
project management paradigm.

The elements of a typical CCB organisation
are shown in Figure 5. Note that the project man-
ager may be within the contractor or customer or-
ganisation depending on the time and place.

TABLE 1 THE FREDIE QUALITY SYSTEM ELEMENTS (QSE)

QSE

Purpose of individual QSE

Unique identification number
Requirement

Traceability to source(s) -
Traceability to implementation

Priority
Estimated cost and schedule

The level of confidence in the cost
and schedule estimates

Rationale for requirement
Planned verification methodol-
ogy(s)

Risk

Keywords

Production parameters

The key to tracking.

The imperative statement containing both the required functionality and its cor-
responding Quality criteria or other form of representation.

The previous level in the production sequence.

The next level in the production sequence. Thus requirements are linked to de-
sign elements, which are linked to code elements, and so on.

Knowing the priority allows the high priority items to be assigned to early
Builds, and simplifies the analysis of the effect of budget cuts.

These feed into the management plan and are refined as the project passes
through the SDLC.

These should improve as the project passes through the SDLC.

The extrinsic information and other reasons for the requirement.

Developing this at the same time as the requirement avoids accepting require-
ments that are either impossible to verify or too expensive to verify.

Any risk factors associated with the requirement.

Allow for searches through the database when assessing the impact of changes.
The Work Breakdown Structure (WBS) elements in the Builds in which the
requirements are scheduled to be implemented.
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A

CCB composition

The customer may have a single representa-
tive or several, representing the user and
stakeholders on the CCB. In government acquisi-
tiens or maintenance contracts the customer repre-
sentative on the CCB could be the Contracting Of-
ficer’s Technical Representative (COTR). The
COTR knows the total contract budget and feeds
the needs of the users and stakeholders to the CCB.
The contractor can estimate the risk, cost and
schedule impacts. The project manager then makes
the decisions within the scope of the contract.

B.  CCB decisions

All changes affect the cost of production.
The factors that the CCB considers in making the
decisions (accept or eject the change request) are
different depending on the type of contract. In 2
cost-plus arrangement, the costs will be passed on
to the customer in the form of additional or re-
duced costs depending on the nature of the change.
In a fimm fixed price {(or design to cost) contract, if
a requested change adds cost, then the contractor
will absorb the cost, or the price will be increased,
or some functionality will have to be removed to
keep the costs fixed. This will probably be a lower
priority requirement than the one being changed.
In this situation, the CCB must ask the customer to
decide which reguirement to remove. This situa-
tion is one of the reasons for the “priority” element
in the QSE.

VIII. IMPROVING THE CCB

The CCB for a single project may be im-
proved in several ways including the following.

A.  Adding test and evaluation capability

In many instances in government contracts,
the government employs a separate contractor to
perform the test and evaluation (T&E) or inde-
pendent validation and verification (IV&V) of the
development contractor’s work. A more effective
CCB is shown in Figure 6. Bringing the T&E rep-
resentative onto the CCB at the start of the project
means that

e  The effect on the change on the T&E process
will be part of the impact assessment.

e T&E (or IV&V) are brought into the project at
the start, unlike in most of the current situa-
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Fig. 6. A more effective CCB

tions when they are brought in only after the
defects have been designed into the system.
This difference, in itself, is a major cost-
reducing element, by allowing interdependent
in-process testing and early detection of de-
fects, ie., the Anticipatory Testing concept [7).

B.  The Customer single point interface

Figure 6 shows the COTR as a single inter-
face to the customer. The contractor thus has only
one customer to satisfy so there is a clean inter-
face. This does not mean that the users and
stakeholders de not need to be satisfied. The task
of satisfying them remains wholly within the cus-
tomer’s organisation, thus truly providing only one
person with the authority to authorise changes. Us-
ers and stakeholders may still be present in the
CCB as part of the [PPT.

IX. LIFE CYCLE IMPLICATIONS

A.  The recursive life cycle

Reference [9] shows that the change request
process shown in Figure 1 is the same as the proc-
ess for accepting the initial set of requirements at
the start of the SLC. Thus the only difference be-
tween a requirement at the start-up phase and a
change sometime later in the entire SLC is that a
start-up is a tramsition from no system to some
systemn, while a change is a transition from some
system configuration to a different system configu-
ration. Thus from this perspective the traditional
design process is the impact assessment of the cost,
schedule and risk of meeting the customer’s need
of a number of designs and the choice of the opti-
mal design to meet the initial set of requirements.
As such, the life cycle phases of the SL.C are recur-
sive. For example the feasibility analysis per-
formed at the start of the SLC is functionally iden-
tical to the design processes later on, the difference
being in the amount of information available at the
time, the depth of the analysis, and the terminology
used.
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B.  The type and place of the IPPT in the SLC

There are two types of IPPT in the SLC,
permanent and temporary. Each contains the ap-
propriate knowledge and skills necessary to com-
plete its assignments. There are also two places for
an IPPT in the SLC. The CCB is permanent IPPT
and the impact assessments of change requests are
performed by temporary IPPTs.

X. SUMMARY
By viewing the SLC from this perspective

¢ The CCB must perform the project manage-

ment function on the process as well as on the
product.

* The place of the IPPT in the SLC is easily
recognised.

e The impact assessment activity (design) is ge-
neric throughout the SLC.

X1. CONCLUSIONS

Configuration management is not a silver
bullet. However, when used as an integral part of
the Cataract Methodology within an integrated
process-product environment and the appropriate
suite of tools, it does provide better control of, and
information about, the state of, the SLC than other
management approaches.
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