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Plan	for	Lecture	
•  Background:	What	is	a	neural	network?	What	is	“deep”?		

•  Experiments	in	the	Arcade	Learning	Environment	–	
DeepMind’s	architecture	at	a	high	level	

•  Value	IteraGon	Networks,	using	original	slides	from	Tamar	et	
al.,	from	NIPS	2016	
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Background	



Biological	Neural	Networks	
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A	McCulloch	-	PiVs	“Unit”	
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A gross over-simplication of real neurons, but its purpose is 
to develop understanding of what networks of simple units can do 



AcGvaGon	FuncGons	
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“Every	Logical	FuncGon	can	be	
Implemented”	
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Feed-forward	Network	
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Single-layer	Perceptron	
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MulG-layer	Perceptrons	
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Expressiveness	of	MLPs	

All	conGnuous	funcGons	can	be	approximated	with	2	layers,	and	
all	funcGons	with	3	layers	(Universal	approximaGon	theorems,	
e.g.,	Cybenko	1989)	
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Towards	Deep	Architectures:	
Biological	Vision	is	Hierarchical	
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[Source: Richard Turner, U. Cambridge] 



Building	Block	of	a		
“ConvoluGonal”	Neural	Network	
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[Source: Richard Turner, U. Cambridge] 



Fully	ConvoluGonal	Neural	Network	
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[Source: Richard Turner, U. Cambridge] 



V.	Mnih	et	al.,	Human-level	control	
through	deep	reinforcement	learning,	

Nature	518:529,	2015.	



Core	Problem	in	RL;	
Policy	Gradient	FormulaGon	
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Further challenges: 
-  Stability 
-  Credit assignment 
-  Exploration 



Can	we	go	from	Pixels	to	AcGons?	
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Deep	Q-learning	is	sGll	Q-learning	
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Deep	Q-learning:	Lessons	from	RL	with	
FuncGon	ApproximaGon	

Countermeasures	against	divergence	of	Q(s,	a;	w)		
[David	Silver,	DeepMind]	
	

–  Diversify	data	to	reduce	episodic	correlaGon	
–  Use	lots	of	data,	i.e.	many	quadruples	(s,	a,	r,		s’)	
–  Use	one	network	for	Q(s,	a;	w0)	and	another	network	for	
Q(s’,	a’;	w1)	

–  Use	informaGon	about	the	reward	distribuGon	
–  NormalisaGon	to	get	robust	gradients	
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Deep	Q-Network	

•  Represent	arGficial	agent	by	deep	neural	network:	DQN	
•  Learn	successful	policies	directly	from	high-dimensional	

sensory	inputs	
•  End-to-end	reinforcement	learning	
•  Experiments	involved	tesGng	classic	Atari	2600	games	
•  Reward:	Game	score	
•  Achieved	a	level	comparable	to	a	professional	human	games	

tester	across	a	set	of	49	games	(about	half	of	the	games	
beVer	than	human)	

•  Unchanged	meta-parameters	for	all	games	
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DRL	Algorithm	
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CNN	for	DQN	
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Results	on	ALE	

04/04/2017	 23	



Space	invaders:	Visualising	last	hidden	layer	
(t-distributed	stochasGc	neighbour	

embedding)	
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Hyperparameters	
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A.	Tamar	et	al.,	Value	iteraGon	
networks,	In	Proc.	Neural	Informa.on	

Processing	Systems,	2016	
	

[See	slides	by	authors]	


