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The purpose of this tutorial sheet is to help you better understand the lecture material. Start
early and do as many as you have time for. Even if you are unable to make much progress, you
should still attend your tutorial.

Exercise 1. Directed graph concepts

We here consider the directed graph below that was partly discussed in the lecture.
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(a) List all trails in the graph (of maximal length)

(b) List all directed paths in the graph (of maximal length)

(c) What are the descendants of z?

(d) What are the non-descendants of q?

(e) Which of the following orderings are topological to the graph?

• (a,z,h,q,e)

• (a,z,e,h,q)

• (z,a,q,h,e)

• (z,q,e,a,h)

Exercise 2. Ordered and local Markov properties, d-separation

We continue with the investigation of the graph from Exercise 1 shown below for reference.
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(a) The ordering (z, h, a, q, e) is topological to the graph. What are the independencies that
follow from the ordered Markov property?

(b) What are the independencies that follow from the local Markov property?
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(c) The independency relations obtained via the ordered and local Markov property include
q ⊥⊥ h | {a, z}. Verify the independency using d-separation.

(d) Verify that q ⊥⊥ h | {a, z} holds by manipulating the probability distribution induced by
the graph.

(e) Assume all variables in the graph are binary. How many numbers do you need to specify,
or learn from data, in order to fully specify the probability distribution?

Exercise 3. Chest clinic (based on Barber’s exercise 3.3)

The directed graphical model in Figure 1 is the “Asia” example of Lauritzen and Spiegelhalter
(1988). It concerns the diagnosis of lung disease (T=tuberculosis or L=lung cancer). In this
model, a visit to some place in A=Asia is thought to increase the probability of tuberculosis.

Figure 1: Graphical model for Exercise 3 (Barber Figure 3.15).

(a) Explain which of the following independence relationships hold for all distributions that
factorise over the graph.

1. t ⊥⊥ s | d
2. l ⊥⊥ b | s

(b) Can we simplify p(l|b, s) to p(l|s)?

Exercise 4. Independencies

We have seen that x ⊥⊥ y|z is characterised by p(x, y|z) = p(x|z)p(y|z) or, equivalently, by
p(x|y, z) = p(x|z). Show that further equivalent characterisations are

p(x, y, z) = p(x|z)p(y|z)p(z) and (1)

p(x, y, z) = a(x, z)b(y, z) for some non-neg. functions a(x, z) and b(x, z). (2)

The characterisation in Equation (2) will be important for undirected graphical models.
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