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Billion-Transistor
Architectures

The circumstances in which computer architects
will find themselves in the next 15 years are truly
daunting. By the end of this period, micro-

processors will have more than a billion logic tran-
sistors on a single chip. Tiny transistors and wires will
have feature sizes less than a tenth of a micron. The
time required to send a signal along an on-chip wire
will become proportionately much greater than that
needed for a transistor to switch. Off-chip communi-
cation will become relatively slower. Minimizing
power dissipation and the resultant heat will be para-
mount, despite reduced voltage levels. Although these
predictions are not controversial, their implications
for microprocessor architectures certainly are.

THE DEBATE
During an informal discussion at the 1996

International Symposium on Computer Architecture
(ISCA-23), several architects had a boisterous discus-
sion (read argument) over the direction that future
architectures will take. Our community generally
understands the evolving possibilities and the underly-
ing constraints. The rate of progress is so great, how-
ever, that radical models easily dismissed only a few
years ago are now feasible, and there is little agreement
on which models are likely to achieve dominance. We
organized this special issue because our discussion at
ISCA was sufficiently controversial and interesting to
appeal to a wide audience. Our goals for this issue are
to explore both the trends that will affect future archi-
tectures and the space of these architectures.

ADDRESSING THE DEBATE
The articles in this issue fall into two categories. The

first category contains three articles, which appear in
Cybersquare. Each describes one trend that will affect
future microprocessor architectures. In the second cat-
egory, each article makes the case for a different bil-
lion-transistor architecture. Although these articles
represent the state of the art and the authors’ best
guesses, the future is notoriously hard to predict in our
breakneck-paced field. Technology trends are gener-
ally easier to predict than their effects, but trend esti-
mates can be wildly inaccurate. Intel’s 1989 prediction
for 1996 processors underestimated performance by
a factor of four.1 Forecasting the effects of technology
is even harder, as illustrated by several well-known
quotes:

• “Everything that can be invented has been
invented.” US Commissioner of Patents, 1899.

• “I think there is a world market for about five com-
puters.” Thomas J. Watson Sr., IBM founder, 1943.

• “There is no reason for any individuals to have a
computer in their home.” Ken Olsen, CEO of
Digital Equipment Corp., 1977.

• “The current rate of progress can’t continue much
longer. We’re facing fundamental problems that
we didn’t have to deal with before.” Various com-
puter technologists, 1955-1997.

Given the wide scope of these articles and the cred-
ibility of the authors, however, it is certain that many
of the ideas discussed in this issue will be incorporated
into the first billion-transistor processor.

FUTURE TRENDS
Before we discuss the possible alternatives for micro-

processors’ evolution, it is important to understand
the driving factors, five of which we discuss next.

Hardware trends and physical limits
In its 1994 road map,2 the Semiconductor Industry

Association predicted the course of semiconductor
technology over the next 15 years. The SIA predicted
that by 2010, industry would be manufacturing 800-
million-transistor processors with thousands of pins,
a 1,000-bit bus, and clock speeds over 2 GHz. Such
chips would produce a predicted maximum of 180 W
(allowing the computer of 2010 to serve also as a bar-
becue grill or space heater).

The most important physical trend, however, is the
fact that on-chip wires are becoming much slower rel-
ative to logic gates as the on-chip devices shrink. It will
soon be impossible to maintain one global clock over
the entire chip. Sending signals across a billion-
transistor processor may require as many as 20 cycles.
In the first of the short trend articles, Doug Matzke of
Texas Instruments describes these effects in detail.

System software
Much of the performance gain in recent years has

come from exploitation of parallelism, as processors
overlap multiple instructions (pipelining) and simul-
taneously execute multiple instructions (superscalar
execution). It is probable that future processors will
harvest significantly more parallelism; the question is

Advances in semiconductor manufacturing will permit an unprecedented
number of transistors on a single processor die. But what architecture will
make the best use of these riches?
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Figure 1. Surveyed
processor
architectures.

whether hardware alone will continue to extract that
parallelism—the norm today—or whether the com-
piler and runtime system software will also play a key
role. A quantum leap in compilers’ ability to auto-
matically extract parallelism from code would have
enormous ramifications for future architectures. The
issue of compatibility with legacy software also hin-
ders architectural innovation. The second of the trend
articles, by Joseph A. Fisher of Hewlett-Packard Labs,
addresses these issues.

Future workloads
Architectural design is driven by the dominant antic-

ipated workload. The most important workloads will
certainly change over the next two decades and are
perhaps the most difficult trend (of those discussed
here) to predict. While future markets will undoubt-
edly support more customized, application-specific
processors, this issue focuses on high-performance,
general-purpose processors. For such chips, there is a
consensus that the user interface will consume a greater
proportion of processors’ power, and that multimedia
workloads will continue to grow in importance. The
third trend article, by Keith Diefendorff of Apple and
Pradeep Dubey of IBM, therefore describes the archi-
tectural implications of multimedia workloads.

Design, verification, and testing
Modern, high-end microprocessors are so complex

that their design teams now consist of hundreds of
engineers. In addition to the difficulty of managing the
design, both verifying that the design works correctly
and testing each finished chip have become a major
component of the design cycle. Validation and testing
now account for 40 to 50 percent of an Intel chip’s
design cost, and 6 percent of the transistors (for built-
in self-test) on the Pentium Pro.1 If these trends persist,
architectures that simplify the interaction among on-
chip components and/or reduce the number of inter-
acting components (thus lending themselves to faster
design and validation) will have a greater advantage
over architectures that do not.

Economies of scale
Fabrication plants now cost about $2 billion, a fac-

tor of ten more than a decade ago.1 Manufacturers
can only sustain such development costs if larger mar-
kets with greater economies of scale emerge. These

larger markets may drive substantially different work-
loads, thus affecting the architecture.  For instance,
the primary beneficiaries of the microprocessor revo-
lution so far have been science and business. To open
larger markets, microprocessor-based systems must
offer the average consumer more than spreadsheets
and Web browsing. Large markets imply the mass
marketing of computer chips (recently evidenced by
Intel’s chromatic, disco-dancing MMX designers).
Whether advertising considerations will eventually
affect architectures is an open question.

We do not address the last two factors in the trend
articles, but they are important nonetheless. We next
describes several specific billion-transistor architectures
and how they might evolve in light of these trends.

FUTURE ARCHITECTURES
Figure 1 depicts the processor architectures that the

articles cover, organized in a loose order along the hor-
izontal axis. The direction that future architectures take
will be partially determined by the trends discussed in
the previous section, four of which are listed in Figure
1. As these effects become more significant, they will
drive architectures toward the right of Figure 1.

These trends, however, are counterbalanced by the
importance of maintaining software compatibility and
retaining the current programming model. If the mar-
ket continues to insist on compatibility with legacy
code, the market will prevent architectures from evolv-
ing toward those on the right of the figure. The farther
to the right the architectures are, the more they depart
from current programming models and practices.

Although this ordered model does not apply perfectly
to every trend, it is a useful illustration. With this frame-
work in mind, the surveyed architectures are as follows:

• Advanced superscalar processors will scale up
from current designs to issue 16 or 32 instruc-
tions per cycle.

• Superspeculative processors enhance wide-issue
superscalar performance by speculating aggres-
sively at every point in the processor pipeline.

• Simultaneous multithreaded processors share an
aggressive pipeline among multiple tasks when
there is insufficient instruction-level parallelism
(ILP) in any one task to fully use the pipeline.
(Due to space limitations, this important part of
the spectrum of architectures will appear in the

Advanced 
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processors

Superspeculative
processors

Trace (multiscalar)
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Chip
multiprocessors
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processors

Wire delays become dominant, forcing hardware to be more distributed 
System software (compilers) becomes better at exploiting parallelism
Workloads come to contain more exploitable parallelism
Design and validation costs become more limiting
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September-October issue of IEEE Micro.)
• Trace processors facilitate high ILP and a fast

clock by breaking up the processor into multiple
distinct cores, and breaking up the program into
traces (dynamic sequences of instructions). One
core executes the current trace while the other
cores execute future traces speculatively.

• Vector IRAM processors couple vector processor
execution with large, high-bandwidth, on-chip
DRAM banks, which provide the vector units
with sufficient bandwidth at a reasonable cost.

• Chip multiprocessors (CMPs) place a small num-
ber of distinct processors (four to 16) on a single
chip and run parallel programs and/or multiple
independent tasks on these processors.

• Raw processors implement highly parallel archi-
tectures with hundreds of tiles—very simple
processors, each with some reconfigurable
logic—on a single chip, controlling execution and
communication almost entirely in software.

The article summaries on pp. 26-27 contain detailed
descriptions of the articles supporting each architecture.

COMMONALITIES
The three uniprocessor articles (advanced superscalar,

superspeculative, and trace processors) have significant
similarities: each maintains compatibility with old bina-
ries, and each argues for trace caches, better branch pre-
diction, and data value speculation. These three articles
have different foci, however. Unlike the advanced super-
scalar proposal, the trace processor is almost completely
distributed and focuses on a coarser grained parallel
execution of separate traces. The superspeculative pro-
posal, conversely, proposes aggressive, fine-grained spec-
ulation at every point in a unified pipeline.

The multiprocessor articles all argue that increasing
design complexity and clock speed limitations will force
designers to replicate a number of small fast processors
on a single chip. The articles differ in the actual size and
number of the processor cores. These articles all agree
on one other issue: Compilers, no matter how good,
will never be able to effectively parallelize all tasks. The
solution described in both the CMP and Raw articles
is the same as that first proposed for multiscalar proces-
sors: Treat consecutive portions of the dynamic instruc-
tion stream as speculative threads. (See the sidebar
“Multiscalar: Another Fourth-Generation Processor,”
p. 72.) Although other solutions have been proposed,
the concept of speculative, temporal threads is likely to
grow in importance as a means of finding parallelism.

All the articles agree that future processors will have
large on-chip memory capacities, and all but two
assume that large, multimegabyte, level-two caches will
be the norm. The vector IRAM article argues that much
or all of the system main memory will exist on-chip,
due to the greater density that on-chip DRAM banks
provide. The Raw article assumes that, instead of a

large, centralized on-chip cache, the on-chip memory
will be finely distributed among the tiles.

T his is an exciting time to be an architect. On-chip
transistor budgets will soon allow virtually any-
thing to be implemented—designers’ imagina-

tions will likely be one of the prime limitations. It’s
possible that the pace of semiconductor technology
advances will slow due to cost or market constraints,
or the obstacles posed by quantum effects (thus
spurring growth in the customized processor and/or
parallel computer markets). It’s also possible (and we
believe more likely) that semiconductor technology
will not reach any fundamental limits for decades. In
either event, the road to billion-transistor processors
and beyond will continue to be a wild ride. ❖
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In its October-December issue, IEEE Design & Test interviews Burton J.
Smith, founder, chair, and chief scientist of Tera Computer, a Seattle-
based company banking heavily on a multithreaded architecture.
Smith talks about

ILL MICROPROCESSORS
BECOME MULTITHREADED?

✓ The state of the industry and its future
✓ New computer paradigms
✓ Multithreading: its usefulness, applications, and 

operating systems
✓ The reasons Tera will succeed where others have 

either failed or been acquired into more conventional 
architectures

Editor-in-Chief Ken Wagner’s first-hand account of
this remarkable career provides a close look at Smith’s
unique views of the industry and its future.

The October-December D&T centers around the
design and test of core-based systems on chips. Articles

will address specialized megacells, design and test chal-
lenges, working with the limited knowledge of a core’s
structure, and packaging requirements.

To order the October-December issue of IEEE Design & Test,
or to subscribe, call (714) 821-8380
or fax (714)821-4641

Simultaneous Multithreading: A Platform
for Next-Generation Processors 

Susan J. Eggers, Joel S. Emer, Henry M. Levy, Jack
L. Lo, Rebecca L. Stamm, and Dean M. Tullsen

This article presents simultaneous multithreading
(SMT), a processor design that improves perfor-
mance by increasing utilization of all processor
resources, both memories and functional units. An
SMT processor combines hardware features seen in
two other types of processors: From wide-issue
superscalars it inherits the ability to issue multiple
instructions per cycle. Like multithreaded proces-
sors it holds the hardware state (such as registers,
PC, and so on) for several programs and/or threads
at once. The result is a processor that can issue mul-
tiple instructions from multiple threads each cycle.

Simultaneous multithreading differs significantly
from other architectures in its ability to effectively
exploit all types of parallelism. When a program has
only a single thread, all of an SMT processor’s
resources can be dedicated to that thread; however,
when thread-level parallelism (TLP) exists, this par-
allelism can compensate for a lack of per-thread

instruction-level parallelism (ILP), which causes sub-
stantial underutilization of processor resources on
current superscalars. By using all types of parallelism
(both ILP and TLP) together, an SMT processor uti-
lizes the functional units more effectively. It achieves
the twin goals of greater instruction throughput and
significant program speedup on multithreaded and
multiprogramming workloads, while maintaining the
same level of performance for single-threaded pro-
grams.

The article’s simulation results demonstrate that
an SMT processor can achieve significant gains in
utilization relative to a wide-issue (single-threaded)
superscalar, as well as significant speedups for par-
allel programs compared to small-scale on-chip mul-
tiprocessors. It also shows that SMT adds minimal
hardware complexity to today’s advanced, dynam-
ically scheduled microprocessors. Given the perfor-
mance potential and the straightforward path from
existing machines, we expect to see SMT processors
in the near future.

This article will appear in the September-October
issue of IEEE Micro.
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