Linear regression

Y = wWix + wa, p(w) = N (w; 0,0.4%])
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Linear regression

g™ = wiz™ +wy + e, M~ N(0,0.1%)
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Linear regression
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Model mismatch
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What will Bayesian linear regression do?



Quiz

Given a (wrong) linear assumption, which explanations are
typical of the posterior distribution?

D All of the above

E None of the above

Z Not sure



‘Underfitting’
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Posterior very certain despite blatant misfit. Peaked around least bad option.






