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Why do we care?

We want smaller, 
faster networks 

without compromising 
on accuracy

Designing neural 
networks is expensive 

(takes human 
expertise)

We want the best 
network for a 
particular task



Two 
paradigms for 

NAS

◦Bottom up: Design 
blocks and stack

◦Top down: Start with a 
big network and remove 
redundancies 



NETS OF OLD
Convolutional neural network designs before 2015 tended to be rather ad hoc



The repeating 
block
◦ ResNets popularized the 

idea of having repeating 
blocks to make up a 
network



ResNet34

◦ Blocks = [3 4 6 3]

Channels = [64 128 256 512]



THINGS GET SILLY QUITE QUICKLY



NEURAL ARCHITECTURE 
SEARCH WITH RL (ZOPH & 

LE, ICLR 2017)

LEARNING THE WHOLE 
NETWORK IS EXTREMELY 
EXPENSIVE AND PAINFUL!

800 GPUS FOR A MONTH :| 



AN ALL-PURPOSE 
ARCHITECTURE

LEARN A CELL RATHER 
THAN A WHOLE 

NETWORK (CHEAPER)

N DEPENDING ON 
BUDGET



The building block in DARTS
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LEARNING TRANSFERABLE 
ARCHITECTURES FOR 

SCALABLE IMAGE 
RECOGNITION (ZOPH ET AL. 

CVPR 2018)

450 GPUs for 3 days



Weight sharing to 
the rescue*

Fixed weight for each 
connection e.g. between 
intermediate 0 and 
intermediate 1 we have W01

Don’t have to train from 
scratch every time

Only 16 hours on 1 GPU

*weight sharing ruins everything



DARTS (LIU ET AL. 
ICLR 2019)





Evaluating the 
Search Phase 
of NAS (Yu 
et al. ICLR, 
2020)

◦ Random is similar to NAS!

◦ Constrained search space is very good

◦ Weight sharing ruins rank



Two 
paradigms for 

NAS

◦Bottom up: Design blocks 
and stack

◦Top down: Start with 
a big network and 
remove redundancies 



WEIGHT PRUNING



Classic Approach to Weight Pruning (Based 
on Han et al. ICLR 2016)

TAKE A LARGE TRAINED 
NETWORK

RANK CONNECTIONS 
(E.G. BY MAGNITUDE 
OF EACH WEIGHT)

KILL WEAKEST 
CONNECTIONS

FINE-TUNE



The Lottery Ticket Hypothesis (Frankle and 
Carbin, ICLR 2019)

They postulate that within a network there 
exists a sparse subnetwork that was 

fortuitously initialized (a lottery ticket)

This is found through weight pruning



SNIP (Lee et al., ICLR 2019)

Take a large
untrained 
network

Push a single 
minibatch through

Look at the 
connection 
sensitivity

Remove weakest 
connections

Train from scratch



The problem with 
sparse networks

◦ They are not hardware-friendly L

Note that there is work on making sparse 
networks fast (e.g. Fast Sparse ConvNets by 
Elsen et al. 2019) but results are limited to a 

single-core CPU



CHANNEL PRUNING (RIGHT)



STILL NOT 
AS FAST

Channel pruning relies on reducing channel width which 

is hardware-unfriendly

Turns out training a smaller version (e.g. lower depth, 

width) of the original large network is faster and as 
good!
Paper worthy?



Nope! ICML 2019 Reviews (Reject) L

“Unfortunately, the authors do not seem to understand two primary goals of pruning: 1) reducing the 

number of weights for storage/bandwidth efficiency and 2) use in (not yet existing) hardware with 
sparse arithmetic support.”

“This paper did not propose any new method and only reported some simple pruning experiments. The 

novelty is limited. ”

“The paper is well-written and performs an interesting set of experiments. My main concern is that there 

is little novelty in this work which reduces the significance of the contributions. ”



But sometimes…



WARNING: 
SHAMELESS SELF-
PROMOTION TO 

FOLLOW



BlockSwap (Turner et al. ICLR 2020)

Takes 5 minutes on 1 GPU



We use the very simple blocks from 
Moonshine (Crowley et al., NeurIPS 2018)



◦ Works well (similar to DARTS despite the search being 300x faster)

◦ And works better than random!



Thank you!

◦ Email elliot.j.crowley@ed.ac.uk

◦ Or visit bayeswatch.com for our group work

◦ 2


