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How would you describe this image?

• A man taking picture of the 
landscape

• A man facing the mountains to 
take a picture

• There is snow on the mountains

• …

• “the birthday guy, part one”

2

Image source

https://www.flickr.com/photos/manyfires/15090766324/in/photolist-oZw85h-j8qu8n-7BvUhE-5rpAK1-6W9Cau-6xdnHL-huSFMV-7Bs4rn-3aUiXM-icJJ4i-5U8qqi-7dUEsg-7BvNwb-dh2jFh-d6fNH5-d6hLSY-icK87w-d6iTGG-6x9dUc-3ikmve-UXHQTg-skh2n7-d6fPjm-9mzXWs-5HKCyt-2aCRCWq-7Bs8dn-UURQ5q-6x9dVB-7BvUTf-d6fRqS-d6fHYW-d6fwPq-d6fAZW-nJ6eEc-dswsUa-d6hM9N-d6iTmW-d6fLbC-9mzWno-TpPGHq-PdvGhq-5rp9yL-24qHE4L-d6fKvE-6uNd8k-d6iU1W-7BvWH9-d6fBm9-d6iUkY/


Today’s goal

● Tasks beyond single modality 
- image and text

● Tasks beyond “what” and “where”
- relations in natural language

● Mimicking human intelligence

● How to design a learning machine 
for the task of interest
- Customise network architecture
- Integrate multiple modalities
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Image captioning
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Photo credit: Hodosh et al

https://www.ijcai.org/Proceedings/15/Papers/593.pdf


Image captioning

● Goal: Automatically generate an accurate 
caption for a given image using proper 
(English) language

○ Naming objects in the image

○ Relations between objects, their attributes and 
activities

● Challenges

○ Object categories are not pre-specified (no 
closed set)

○ Do not describe unimportant details 
(depending on visual salience)

○ Human descriptions vary

6Slide credit: Lazebnik CS 598 LAZ

Photo credit: Hodosh et al

http://slazebni.cs.illinois.edu/spring17/
https://www.ijcai.org/Proceedings/15/Papers/593.pdf


CNN + RNN
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Mao et al. (2015) "Explain Images with Multimodal Recurrent Neural Networks", ICLR
Karpathy and Fei-Fei (2015), Deep Visual-Semantic Alignments for Generating Image Descriptions, CVPR
Vinyals et al (2015), Show and Tell: A Neural Image Caption Generator, ICCV

CNN

𝑥(𝑡)

ℎ(𝑡)

𝑦(𝑡)

“cow grazing”

RNN

http://www.cs.jhu.edu/~ayuille/Pubs15/JunhuaMaoDeepICLR2015.pdf
https://cs.stanford.edu/people/karpathy/cvpr2015.pdf
https://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Vinyals_Show_and_Tell_2015_CVPR_paper.pdf


Word representation

One hot representation
● Each word is represented by a sparse vector 

𝑥𝑜 ∈ 𝑅 𝑉
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Mikolov et al (2014), Distributed Representations of Words 
and Phrases and their Compositionality, NIPS 

https://arxiv.org/pdf/1310.4546.pdf


Vanilla RNN 

● 𝒉 𝒕 = 𝒕𝒂𝒏𝒉(𝑾𝒙𝒉𝒙 𝒕 +𝑾𝒉𝒉𝒉 𝒕 − 𝟏 )
● 𝒚 𝒕 = 𝒔𝒐𝒇𝒕𝒎𝒂𝒙(𝑾𝒉𝒐𝒉 𝒕 )
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Karpathy and Fei-Fei (2015), Deep Visual-Semantic Alignments for Generating Image Descriptions, CVPR

𝑥𝑡−1

ℎ𝑡−1

𝑦𝑡−1

𝑾𝒙𝒉

𝑥𝑡

ℎ𝑡

𝑦𝑡

𝑾𝒉𝒉

𝑾𝒉𝒚

fc-1000

softmax

𝑽

CNN+RNN

● 𝒉 𝒕 = 𝒕𝒂𝒏𝒉(𝑾𝒙𝒉𝒙 𝒕 +𝑾𝒉𝒉𝒉 𝒕 − 𝟏 +𝑾𝒊𝒉𝑽)
● 𝒚 𝒕 = 𝒔𝒐𝒇𝒕𝒎𝒂𝒙(𝑾𝒉𝒐𝒉 𝒕 )

https://cs.stanford.edu/people/karpathy/cvpr2015.pdf
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Karpathy and Fei-Fei (2015), Deep Visual-Semantic Alignments for Generating Image Descriptions, CVPR

𝑽 𝑾𝒊𝒉

𝑥0

ℎ0

𝑾𝒙𝒉

<START>

𝑥1

ℎ1

𝑦1

𝑾𝒉𝒉

“grazing” <END>

𝑥2

ℎ2

𝑦2

“cow” “grazing”

“cow”

𝑦0

𝑾𝒉𝒐

CNN+RNN

● 𝒉 𝒕 = 𝒕𝒂𝒏𝒉(𝑾𝒙𝒉𝒙 𝒕 +𝑾𝒉𝒉𝒉 𝒕 − 𝟏 +𝑾𝒊𝒉𝑽)
● 𝒚 𝒕 = 𝒔𝒐𝒇𝒕𝒎𝒂𝒙(𝑾𝒉𝒐𝒉 𝒕 )

https://cs.stanford.edu/people/karpathy/cvpr2015.pdf


Question

How can we get multiple captions for an image using a model?
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Beam search algorithm
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Karpathy and Fei-Fei (2015), Deep Visual-Semantic Alignments for Generating Image Descriptions, CVPR

ℎ0CNN

10,000
<START>

“biker”

ℎ1

“doing”

“biker”

ℎ2

“doing”

“tricks”

ℎ3

“tricks”

<END>

Problem 1: Only one possible output
Problem 2: Output may not be the highest probability one for the 
given model

𝑝 𝑦1, 𝑦0 𝑥 = 𝑝 𝑦0 𝑥 ⋅ 𝑝 𝑦1 𝑥, 𝑦0

https://cs.stanford.edu/people/karpathy/cvpr2015.pdf


Beam search algorithm

● Each prediction 𝑦𝑡 for 
“biker”, “person” and 
“tricks” contains 10,000 
probabilities

● Keep the best B of them

● Move to the iteration t+1

13
Karpathy and Fei-Fei (2015), Deep Visual-Semantic Alignments for Generating Image Descriptions, CVPR

ℎ0

CNN

<START>

1. “biker”
2. “person”
3. “tricks”

ℎ1

“biker”

𝑝 𝑦0 𝑥

ℎ1

“person”

ℎ1

“tricks”

𝑝 𝑦0 𝑥 ⋅ 𝑝 𝑦1 𝑥, 𝑦0

https://cs.stanford.edu/people/karpathy/cvpr2015.pdf


Image captioning examples
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Slide credit: Fei-Fei Li & J. Johnson & S. Young

http://cs231n.stanford.edu/slides/2017/cs231n_2017_lecture10.pdf


Image captioning failure cases
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Slide credit: Fei-Fei Li & J. Johnson & S. Young

http://cs231n.stanford.edu/slides/2017/cs231n_2017_lecture10.pdf


Evaluation
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Photo credit: Hodosh et al

https://www.ijcai.org/Proceedings/15/Papers/593.pdf


Human evaluation

17
Vinyals et al (2015), Show and Tell: A Neural Image Caption Generator, ICCV

https://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Vinyals_Show_and_Tell_2015_CVPR_paper.pdf


Evaluation

BLEU (BiLingual Evaluation Understudy)
● Substitutes expensive human judgement with automatic evaluation
● Measures overlap of n-grams between candidate and reference sentences

Example: The cat is on the mat.
Uni-gram: “the”, “cat”, “is”, “on”, “the”, “mat”
Bi-gram: “the cat”, “cat is”, “is on”, “on the”, “the mat”

Example: BLEU score on unigrams
Reference 1: The cat is on the mat.
Reference 2: There is a cat on the mat.
Candidate: the the the the the the the the.

Precision: 7/7                 Modified precision: 2/7        Countclip(“the”) / Count(“the”)

18Papieni et al (2002), BLEU: a Method for Automatic Evaluation of Machine Translation, ACL

http://acl-arc.comp.nus.edu.sg/archives/acl-arc-090501d4/data/pdf/anthology-PDF/P/P02/P02-1040.pdf


Evaluation

Example: BLEU score on bigrams

Reference 1: The cat is on the mat.
Reference 2: There is a cat on the 
mat.
Candidate: The cat the cat on the 
mat.

19Papieni et al (2002), BLEU: a Method for Automatic Evaluation of Machine Translation, ACL

Count Countclip

the cat 2 1

cat the 1 0

cat on 1 1

on the 1 1

the mat 1 1

𝑝𝑛 = BLEU score on n-grams only
Combined score

𝐵𝑃 ⋅ exp(
1

4
෍

𝑛=1

4

𝑝𝑛)

BP penalizes short sentences than 
reference sentence

http://acl-arc.comp.nus.edu.sg/archives/acl-arc-090501d4/data/pdf/anthology-PDF/P/P02/P02-1040.pdf


What is wrong with BLEU score?

20



Problems with BLEU

● Lack of recall
(a) Ref: The cat is on the mat.
(b) Generated: The cat.

● N-gram overlap is insufficient to measure the similarity between 
meanings

(a) A young girl standing on top of a tennis court.
(b) A giraffe standing on top of a green field.

(c) A shiny metal pot filled with some diced veggies.
(d) The pan on the stove has chopped vegetables in it

● Other measures: CIDEr, METEOR, ROUGE-L, SPICE

21Anderson et al (2016), SPICE: Semantic Propositional Image Caption, ECCV

https://arxiv.org/pdf/1607.08822


Image captioning with attention

● Human visual system is dynamic, attends to salient objects
● RNN looks at different parts of the image when generating each word

22Xu et al (2015), Show, Attend and Tell: Neural Image Caption, ICML

http://proceedings.mlr.press/v37/xuc15.pdf


Image captioning with attention
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CNN

Slide credit: Fei-Fei Li & J. Johnson & S. Young

ℎ0

Features:
L x D

𝛼1

Distributions 
over L regions

𝑧1
Weighted sum 
of features: D

𝛼2 𝑦1

Xu et al (2015), Show, Attend and Tell: Neural Image Caption, ICML

ℎ1

𝑥1 𝑧2

ℎ2

𝑥2

𝛼3 𝑦2

http://cs231n.stanford.edu/slides/2017/cs231n_2017_lecture10.pdf
http://proceedings.mlr.press/v37/xuc15.pdf


Image captioning with attention
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CNN

Features:
L x D

ℎ0

Distributions 
over L regions

Xu et al (2015), Show, Attend and Tell: Neural Image Caption, ICML

𝒗𝟏 𝒗𝟐 𝒗𝟑

𝒗𝟒 𝒗𝟓 𝒗𝟔

𝒗𝟕 𝒗𝟖 𝒗𝟗

𝜶𝟏
𝟏 𝜶𝟐

𝟏 𝜶𝟑
𝟏

𝜶𝟒
𝟏 𝜶𝟓

𝟏 𝜶𝟔
𝟏

𝜶𝟕
𝟏 𝜶𝟖

𝟏 𝜶𝟗
𝟏

𝑧1
Weighted sum 
of features: D

Soft attention:

𝒛𝒕 = ෍

𝒍=𝟏

𝑳

𝜶𝒍
𝒕𝒗𝒍

Hard attention:

𝒛𝒕 = 𝒗𝒍∗

𝑙∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑙 𝛼𝑙

http://proceedings.mlr.press/v37/xuc15.pdf


Image captioning with attention

25Xu et al (2015), Show, Attend and Tell: Neural Image Caption, ICML

hard

soft

http://proceedings.mlr.press/v37/xuc15.pdf


Image captioning with attention

26Xu et al (2015), Show, Attend and Tell: Neural Image Caption, ICML

http://proceedings.mlr.press/v37/xuc15.pdf


Visual question answering (VQA)

● Requires computer vision, 
natural language processing 
and knowledge representation 
& reasoning

● Open-ended answers and 
multiple choice answers

● Real and synthetic images

● Exact string matching
Accuracy = 
min(

# ℎ𝑢𝑚𝑎𝑛𝑠 𝑝𝑟𝑜𝑣𝑖𝑑𝑒𝑑 𝑡ℎ𝑎𝑡 𝑎𝑛𝑠𝑤𝑒𝑟

3
, 1)

27Antol et al (2015), VQA: Visual Question Answering, ICCV

https://www.cv-foundation.org/openaccess/content_iccv_2015/papers/Antol_VQA_Visual_Question_ICCV_2015_paper.pdf


VQA

28Antol et al (2015), VQA: Visual Question Answering, ICCV
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https://www.cv-foundation.org/openaccess/content_iccv_2015/papers/Antol_VQA_Visual_Question_ICCV_2015_paper.pdf


Results
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Summary

Image captioning & visual question answering
● Combination of computer vision, natural language processing and knowledge 

representation & reasoning
● Evaluation metrics

Recommended reading
● Vinyals et al (2015), Show and Tell: A Neural Image Caption Generator, ICCV
Additional reading
● Antol et al (2015), VQA: Visual Question Answering, ICCV
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https://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Vinyals_Show_and_Tell_2015_CVPR_paper.pdf
http://proceedings.mlr.press/v37/xuc15.pdf


Next lecture
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