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Speech Recognition 
Goal

systems that can detect  who 
spoke what, when and how   

for any language, acoustic 
environment and task domain



Speech translation of TED 
talks



Distant Speech Recognition

... so you have your energy source your user 
interface who’s controlling the chip ...

hmm

click

rustle



Speech Recognition 
State-of-the-art

• <10% on (some) lectures and TV news programmes 

• <15% on (some) conversational telephone speech 

• <30% on (some) multiparty conversations 

• <40% on (some) TV dramas and movies

(Measured in % Word Error Rate)



Some current projects
• Adaptation of neural network acoustic models 

• Multi-task learning for NN acoustic models 

• Domain adaptation 

• Robustness to additive noise and reverberation in broadcast 
speech 

• Prosodically driven recurrent neural network language 
models 

• End-to-end speech recognition using RNNs 

• Optimising RNNs



Speech Recognition 
Research challenges

• Fragile operation across different conditions – requires automatic 
adaptation to acoustic environment, speaker, genre, language … 

• Degraded acoustic signals – noise, reverberation, overlapping talkers, 
distant microphones 

• Reliance on supervised approaches 

• Models include relatively little speech knowledge 

• Models do not factor different causes of variability 

• Systems react crudely (if at all) to the context and the environment 

• Understand the acoustic scene - locate, identify, recognise all the 
acoustic sources



Speech recognition 
Hot topics

• Learning representations using (deep) neural networks 

• Learning low-dimension subspaces 

• Recurrent neural networks and end-to-end systems  

• Unsupervised adaptation 

• Combining signal processing and machine learning 

• combining source separation and speech recognition 

• microphone array beamforming 

• direct waveform processing


