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@ The Cogent Environment

@ Principal Features

@ Data Visualization

@ Model Testing
© Modeling Language

@ Overview

@ Syntax

@ Unification
© Example Task

@ Free Recall

@ The Modal Model

@ Long Term Store

@ Decay, Time, and Rehearsal
Based on the Cogent tutorial held by Rick Cooper at the Cognitive
Science Conference, Philadelphia, 2000.
Reading: Cooper (2002: Ch. 2).
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The Cogent Environment Principal Features
Data Visualization
Model Testing

Cogent: Principal Features

Cogent offers the following features:

@ a visual programming environment;

@ research program management tools;

@ a range of standard functional components;

@ an expressive rule-based modeling language and
implementation system;

automated data visualization tools;

a powerful model testing environment.
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The Cogent Environment Principal Features
Data Visualization
Model Testing

Visual Programming in Cogent

File Edit Run Done

Help

Hame: |Subtracti0n on analogue paper Type: Box/Compound/Generic

Brief Description: |P. version of the Young & O’Shea subtraction model, using an analogue buffer as the paper

DiagramlDescriplionl." peri | g Mairixl“ g |

Productio 1 » Production Sysﬁ’n
Memaory Interpreter

G
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The Cogent Environment Principal Features
Data Visualization
Model Testing

Research Program Management

=| COGENT Research Programme Manager [=[Elx
File Preferences.. What's New.. About.. Help.. Quit
Projects Current Project.
Ali— Tl 'Y Project: Arithmetic Inception date: Sun Jun 11 14:28:00 1995
g::;;mtionalBlink Brief description: |Pmdun(i.on system models of multicolumn addition and subtraetion
5
Chaprer3 Hist rb-m" -'-J
ContentionScheduling -
Graph New Root | _| Scalin:
Hanoi —I S

JDM2

JDM2_Analysis iti(% Goals Aduitiongnanu
JDM2_Assoc_Positive & Subgoals Rule Firing

JDM2_Assoc_Unbiased 1t§n: P

JDM2_Assoe_Unbizsed_Rep /‘ir;(te nsm\ ®
JDM2_Eayes Addition: PB
JDM2_HT g Intensive

JDM2_Replications_Analysi: .
i Addition;
Misionarie intensive

L) @ ®
Tol_NEW Subtraction subtraction on subtraction
TreeBuffer (Young & O'shea) analogue paper (conflict resoluti
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The Cogent Environment Principal Features
Data Visualization
Model Testing

Standard Functional Components

@ A library of components is supplied:

e memory buffers;

o rule-based processes;

e simple connectionist networks;
e data input/output devices.

@ Components can be configured for different applications.
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The Cogent Environment

Principal Features
Data Visualization
Model Testing

Data Visualization Tools: Tables

File

Edit Run

Sun Ju

Help...

Name: [Table

Type: j Box/Buffer/Table

Brief Description: |Illus.1raiive table of accuracy data aver four blocks

Initial Contents |Descriplion | Properties |Currenl Contents Current Tahle | tessages |
Current Table (E1; 51; B1; T1; CD):

S ———assn

Block
1 2 3
dense 98 65 =15
sparse 40 50 B2

K
4
64
74
/

Sharon Goldwater

Cognitive Modeli




The Cogent Environment

Principal Features
Data Visualization
Model Testing

Data Visualization Tools: Graphs

un Jun 4 17:16:02 2000
Edit Run Help..

Done

Name: [Graph

Type: v | BoxBufier/Graph

Current Graph (E1; S1; B1; T1; C0):

Brief Description: [Illuslratwe graph of accuracy data over four blocks

Initial Contents |Descrip1inn |Pmper|ies ICunem Contents Current Graph | Messages |

Accuracy as a function of block Legend
100

A god
<
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r
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The Cogent Environment Principal Features
Data Visualization
Model Testing

Data Visualization Tools: Pictures

e Current State: Mon Apr 10 11:
File Edit Run Help.. Done

Name: |Current State Type: j Box/Buffer/Analogue

Brief Description: |Analogue buffer representation of the ToH state
Initial Contents |Descriplion I Properties ICurreni Contents Current Image | Messagas]
Current Image (E1; S1; B1; T1; C22):
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The Cogent Environment Principal Features
Data Visualization
Model Testing

The Model Testing Environment

@ Visualization tools are dynamically updated;

o facilities are included to trace inter-component
communication;

@ a flexible “scripting” environment allows:

e models to be run over multiple blocks of trials;
e multiple “subjects” to be run over multiple blocks;
e automated parameter varying “meta-experiments”.

Sharon Goldwater Cognitive Modeling 10



Overview
Modeling Language Syntax
Unification

Rule-Based Modeling Language

Processes may contain rules such as:

IF minuend (X) is in Working Memory
subtrahend (X) is in Working Memory

THEN add equal (minuend, subtrahend) to Working Memory
send difference(0) to Write Answer

Cogent'’s representation language is based on Prolog.

We will use teletype for terms and boldface for buffers.
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Overview
Modeling Language Syntax
Unification

Rule-Based Modeling Language

w Match Productions: Fri Jun 9 12:56:22 2000
File Edit Run Help.. Done

Name: |Match Productions Type: v | Bow/Process

Brief Description: IUpdate match memory on quiescence with all production macthes

Rules & Condition Definitions | Description | Properties | Messages |

Rule 1 {unrefracted): 434 new matching productions to match memory E

TRIGGER: systerm_quiescent

IF: rule(R, C, &) is in Production Memory
match_conditions_in_wmi(C, Matches)

THEN: add rule(R, C, A, Matches) to Match Memory

Condition Definition: match_conditions_in_wm/2: Match the LHS of @ production
match_conditions_in_wm(0, 0).
match_conditions_in_wm([HIT], [HIMatches]) -

H is in Working Memory

match_conditions _in_wm(T, Matches), _/

Summarise I
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Overview
Modeling Language Syntax
Unification

Basic Syntax

Cogent'’s representational unit is the term. Terms include

@ Numbers: reals or integers. Ex: 6, 6.0.

@ Atoms: any string of letters, digits, or ‘_’ beginning with a
lower-case letter. Ex: apple, b0, myName, response_count.

@ Variables: any string of letters, digits, or ‘'_' beginning with an
upper-case letter or ‘_'. Ex: Apple, BO, MyName, _count.

o Lists: for representing sequences; consist of comma-separated
terms. Ex: [a, b, <], [X], [J.

@ Compound terms: for representing structured information;
consist of a functor and arguments. Ex: word (apple),
date(6, jan).
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Overview
Modeling Language Syntax
Unification

Unification

The power of Cogent's representational system comes from

unifying terms, binding variables to values (or to other variables).

IF word (Word) is in Stimuli
the current cycle is Cycle

THEN send memorize (Word) to Subject
delete word(Word) from Stimuli
add presented(Word, Cycle) to Stimuli
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Overview
Modeling Language Syntax
Unification

Rules of Unification

o Variables match anything.
o Compound terms must have matching functors and arity.

@ Lists must have matching lengths.

Terms Unifies as Bindings

X, word(Word) word(Word) X — word(Word)
f(a,B,c), £(X,Y,Z) f(a,B,c) X —a,¥Y—B,Z—c
£(X), g(a) fails

f([a,B],[1), £([B,B],B) fails

Sharon Goldwater Cognitive Modeling 15



Free Recall
The Modal Model
Long Term Store

Example Task Decay, Time, and Rehearsal

The Task: Free Recall

Classical experiment on word learning:

@ on each trial, the subject is presented with a list of 25 words;
@ the subject is told to try to memorize the words;

@ after an interval, the subject must recall as many words as
possible.
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Free Recall

The Modal Model

Long Term Store

Decay, Time, and Rehearsal

Free Recall: Empirical Findings

Example Task

File

Edit View Run Help. Done
Name: ‘Oulputgraph Typ jBux/Dma/Smkaraph
Brief Description: [Graph of recall positions
Description | Properties | Results [Current Graph ‘ Messages |
Current Graph (E1; $1; B1; T20; C24): Print
Title Legend
100 = recall
80
%
rog0
e
<
‘a 40
|
20
o
2 2 4 5 B 7 8 9 10 1112 13 14 15 16 17 18 13 20
Serial position
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Free Recall
The Modal Model
Long Term Store
Example Task Decay, Time, and Rehearsal

The Modal Model: Top Level

Building subject model: Mon Jan 19 14:20:25 2009*

File Edit View Run He

Name: |Building subject model Type: Box/Compound/Generic

Brief DescHption: |A model of free recall using STS and LTS

| Properties | Message Malrix | hessages |

Description

|——K JC IC IC AIC I T I I
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Free Recall

The Modal Model

Long Term Store

Decay, Time, and Rehearsal

Example Task

The Modal Model: Subject

Done

Edit Wiew Run Help..

File

Hame: |Suh|ecl mode| Type: j EoxCompoundrSubject

Brief Description: |Sub|ecl module of modal model

Description  Diagram |Pmpemes | Message Matr\leessagesl

5Ts
I Task "l / \
{ Ereronment§ ‘f“e‘
\/‘0 Process p ——————————————————————== Rehearsal

/

LTS

©|WW§\E

[—
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Free Recall

The Modal Model

Long Term Store

Decay, Time, and Rehearsal

Example Task

The Modal Model: Task environmen

Task Environment: Wed Jan 7 13:40:29 2009*%
File Edit Wiew Run Help. Dane Ha & és|] o= @f>>m
Type: ﬂ Box/Compound/Generic

Hame: ‘Task Envwironment

Brief Description: |Experimemer module with stimuli randomisation

Description Diagram ‘ Properties | Message Malrix | Messages |

Stimuh

Dutpu

- araph =]

—|——|<C I DIC_IIC IIC DIC I IO T
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Free Recall

The Modal Model

Long Term Store

Decay, Time, and Rehearsal

Example Task

The Modal Model: Stimuli

Stimuli: Fri Jan 9 11:28:19 2009%
File Edit Wiew FRun Help.. Done ==

Hame: |Stimu\i Type: ﬂ Box/Buffar/Propositional

Brief Description: |L\st of words to memorize

Description |Initial Contents |Pmpemes | Current Contents | Display Rules | Current Display | Messagesl

Element: Nothing =
word(black)

Element: Nothing
word(white)

Element: Nothing
wordired)

Element: Nothing
wordigreen)

Element: Nothing
word{mauve)

Element: Nothing
word(purple)

. ¥, Xy -
Daia |Elamam| e ‘

i)

‘ Class Clnmenl|
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Free Recall

The Modal Model

Long Term Store

Decay, Time, and Rehearsal

The Modal Model: Editing stimuli

Example Task

Fri Jan
File Edit View Run Help.. Done

Hame: |Stimu\i Type: ﬂ Box/Buffar/Propositional

Brief Description: |L\st of words to memorize

Description |Initial Contents |Pmpemes | Current Contents | Display Rules | Current Display | Messagesl

Element: Nothing
word(black)

Element: Nothing
word(white)

Element: Nothing

wordired ! Subobject Editor: Item 5 of Stimuli || 0][x]
Element: Nothing Comment: | MNothing Apply [ Done
wordigreen) Buffer element:

Element: Nothing |wurd(mauve)

word{mauve)

Element: Nothing
word(purple)

Daia |Elamam| s ‘*’f)‘ii}; ‘ Class

Comen

Sharon Goldwater
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Free Recall

The Modal Model

Long Term Store

Decay, Time, and Rehearsal

Example Task

The Modal Model: Stimuli properties

Stimuli: Mon Jan 19 14:20:25 2009
Fi E:
Hame: |Stimu|i Type: ﬂ Box/Buffer/Propasitional

Yiew Run  Help Dane

Brief Description: |List of words to memarize

Current Contents | Display Rules | Current Display | Messagesl

Description | Initial Contents

Properties: Add Edit Delete  Freeze Thaw
Initialise: Each Trial | Decay: None | Decay Constant: [20 &

Limited Capacity: _| Capacity: |7 % On Excess: Random _
Grounded: Access: Random - Duplicates: _|

px}
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Free Recall

The Modal Model

Long Term Store

Decay, Time, and Rehearsal

Example Task

The Modal Model: Task environmen

Task Environment: Wed Jan 7 13:40:29 2009*%
File Edit Wiew Run Help. Dane Ha & és|] o= @f>>m
Type: ﬂ Box/Compound/Generic

Hame: ‘Task Envwironment

Brief Description: |Experimemer module with stimuli randomisation

Description Diagram ‘ Properties | Message Malrix | Messages |

Stimuh

Dutpu

- araph =]

—|——|<C I DIC_IIC IIC DIC I IO T
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Free Recall

The Modal Model

Long Term Store

Decay, Time, and Rehearsal

The Modal Model: Presenting stimuli to subject

Example Task

Present Stimull: Mon Jan 19 14
File Edit %iew Run Help Done

Hame: |Prasem Stimuli Type: j Box/Process

Brief Description: |Presems stimuli in random order

Description Rules & Condition Definitions | Properties | Messages |

Rule 1 {refracted; once): Present one stimulus per cpcle =
IF word(¥) is in Stimuli
the current cycle is C
THEN: send memorise(®) te Subject medel:I/O Process
delete word(¥) from Stimuli
add presented(x, C) to Stimuli

Rule 2 (refracted): Trigger recall when no more stimulf
IF: not word(¥) is in Stimuli
THEN: send recall to Subject model:1/O Process

Xy — -
[ 05 | s [commen]
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Example Task

The Modal Model: Messages

File Edit Yiew Run Help Dane

Free Recall

The Modal Model

Long Term Store

Decay, Time, and Rehearsal

Hame: |Presem Stimuli

Tyd Step one cycle }ess

Brief Description: |Presems stimuli in random order

Message Log (E1; S1; B1; T1; C1):

Description | Rules & Condition Definitions | Properties  Messages |

Print | Page: |1 2

iB Present Stimuli:R1 -> 1/0 Process: memoriselw hite)
1: Present Stimuli:R1 == Stimuli: add{presented{white, 1
ib Present Stimuli:R1 > Stimuli: deliword(white)

File Edit View Run Help.. Dane

I/0 Process: Mon Jan 19 14:34:02 2009

Hame: |VO Process

Type: j Box/Process

Brief Description: |Accesses the memory processes
Description | Rules & Candition Definitions | Properties

Message Log (E1; 31; B1; T1; C1):

Print | Page: |1 L

T Present Stimuli:RT > /0 Process: memorise(white]

Sharon Goldwater
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Free Recall
The Modal Model
Long Term Store

Example Task Decay, Time, and Rehearsal

Building the Short Term Store

Create propositional buffer by clicking on button:

Subject model: Mon Jan 19 14:50:52 2009

File Edit %iew Run Help Done

Hame: |Suh]ecl model

Brief Description: |Suhjecl madule of madal model

Description  Diagram |Pmpemes | Message MamleEssagesl

Tt o
. Task “y
! Envlrommemt: == 1/0 Process

| | Insert Box/Buffer/Propositional |
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Free Recall
The Modal Model
Long Term Store
Example Task Decay, Time, and Rehearsal

Building the Short Term Store

Double-click new buffer to name it and edit properties. STS has
Limited Capacity of 7:

STS: Mon Jan
File Edit View Run Help.. Done

Hame: ‘STS Type: j Box/Buffer/Propositional

Description | Intial Cortents Properties | Current Conterts | Display Rules | Current Display | Messages
Agd Edi Delels Freeze Thaw |

Brief Description: ‘Shomerm temory|

Properties:
Initialise:  Each Trial = Decay: MNone [ Decay Constant ’T
Limited Capacity: = Capacity: [T % OnExcess Random
Grounded: access:  Randam - Duplicates: _|
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Free Recall
The Modal Model
Long Term Store

Example Task Decay, Time, and Rehearsal

Building the Short Term Store

Open 1/0 Process and add an If...Then... rule:

I/O Proces:
File Edit View Run Help.. Dane

Mon Jan 19 14

Hame: [1/0 Frocess

Brief Description: |Ac:esses the memory processes

Description [Rules & Condition Definitions, | Properties | Messages |

Rule 1 (refracted): Ruie
IF; True
THEN: Do Nothing

. — ... Xy "
s s | Bz | 995 | s [comal
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Free Recall

The Modal Model

Long Term Store

Decay, Time, and Rehearsal

Building the Short Term Store

Example Task

Double-click rule to edit:

Subobject Edit em 1 of I/O

Comment: |Add ward to 5TS Apply | Done

I Rule is triggered? _IRule is refracted? _IRule fires ance per cycle?

Triggering pattern |memnnse(Wnrd)|

4

Conditions: Add Condition

Actions:

_pdd Acnmﬂ

send
add
delets
delete all
clear

Sharon Goldwater
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Free Recall

The Modal Model

Long Term Store

Decay, Time, and Rehearsal

Example Task

Building the Short Term Store

The rule to transfer words to STS:

Subobject Edit em 1 of I/O

Comment: |Add ward to 5TS Apply | Done

I Rule is triggered? _IRule is refracted? _IRule fires ance per cycle?

Triggering pattern ‘memnmse(Wnrd)

=

Conditions: Add Condition

Actions:

'
Add Action

jadd Word| o 5TS

Sharon Goldwater
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Free Recall
The Modal Model
Long Term Store
Example Task Decay, Time, and Rehearsal

Building the Short Term Store

Add a read arrow from 1/O Process to STS:

Subject model: Mon Jan 19 14:50:52 2009%

File Edit View Run Help.. Dane

Type:j BoxCompount/subject

Hame: [Susject mogel

Brief Description: |Sub|ecl module of modal model

Description |Pmpemes|Message Matr\leessagesl

T Ty /
D eneinetane t == <10 Process
. \

[

sert ArrowrRead |
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Free Recall

The Modal Model

Long Term Store

Decay, Time, and Rehearsal

Example Task

Building the Short Term Store

The rule to recall words from STS (use Add Condition — match):

Comment: [Read from 515 M

I Rule is triggered? _IRule is refracted? _IRule fires ance per cycle?

Triggering pattern ‘racal\ A

Conditions: Add Condition
j Word isin 5T5

'
Actions: Add Action
j send |Word to  Task EnviranmentCollate responses |
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Free Recall
The Modal Model
Long Term Store

Example Task Decay, Time, and Rehearsal

Building the Short Term Store

Recall graph now shows a recency effect (output is for 20 trials):

Output graph: Mon Jan 19 17
File Edit View Run Help.. Dane

Hame: |Output graph Type: ﬂ Bor/Data/Sink/Graph

Brief Description: |Graph of recall positions

Description | Properties | Results Current Graph ‘Messages |

Current Graph (E1; 51; B1; T25; CZ4): Print
Title Legend
100 = recall
% 80
" go
[
4
a 40
|
I 2o
o]
2 2 4 5 B 7 8 3 10 11 12 13 14 15 16 17 18 19 20
Serial position
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Free Recall
The Modal Model
Long Term Store

Example Task Decay, Time, and Rehearsal

Building the Short Term Store

@ What causes the recency effect? If we changed the properties
of STS, could we change the shape of the graph?

e Watch the Messages view of Input/Qutput. What happens
there now when you run (or single-step) through a trial?
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Free Recall
The Modal Model
Long Term Store

Example Task Decay, Time, and Rehearsal

Adding the Long Term Store

The modal model also includes:

@ a long term store (LTS);
@ a rehearsal process to transfer information from STS to LTS;

@ the possibility to recall from either STS or LTS.
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Free Recall

The Modal Model

Long Term Store

Decay, Time, and Rehearsal

Example Task

Adding the Long Term Store

ed Jan 7 13:40:29 2009
File Edit View Run Help.. Dane

Type:j EoxCompoundrSubject

Hame: |Suh|ecl mode|

Brief Description: |Sub|ecl module of modal model

Description  Diagram |Pmpemes | Message Matr\leessagesl

170 Process p —————————=

LTS

[ == ACIC I IIC I O

C O T

- =
T

37
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Example Task

Adding the Long Term Store

The rehearsal rule:

Free Recall

The Modal Model

Long Term Store

Decay, Time, and Rehearsal

| ¢ Subobject Editor: Item 1 of Rehearsal

Comment: |Rehearse fram 5T5 10 LTS

_| Rule is triggered? _1 Rule is refracted?

BED

Apply | Done

I~ Rule fires ance per cycle?

Triggering pattern |

Conditions:

4
Add Candition

j’x—lsm 5Ts

Actions:

'
Add Action

jadd S to LTS

Sharon Goldwater
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Free Recall
The Modal Model
Long Term Store
Example Task Decay, Time, and Rehearsal

Adding the Long Term Store

To recall from either STS or LTS, we define a new condition by
clicking the £(X) :- g(X) button and editing the definition:

i3 Subobject Editor: Item 4 of 1/O Process BEE
Comment: [Recall from TS or LTS _épply | Done |
Functor: |reca\| Mo. of args: ’17? Add Clause |
j recall { W N
j [WDT‘U— isin STS _J
j recall { W )
j [WDT‘U— isin LTS _

@ Read :- as ‘if': recall(Word) is true if Word is in STS.
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Free Recall
The Modal Model
Long Term Store

Example Task

Adding the Long Term Store

Mon Jan 19 18:16:14 2009%
File Edit View Run Help Done

Decay, Time, and Rehearsal

Name: |IfO Process

Type: j Box/Process

Brief Description: |Accesses the memory processes

Description [Rules & Condition Definilions ‘ Properties | Messages |

Rule 1 {unrefracted): 444 words to STS
TRIGGER: memerise(word)

IF: True

THEN: add Word to TS

Rule 2 (unrefracted): Recall from STS or LTS
TRICGER: recall

IF: recalliword)

THEMN: send Wword to Task EnvironmentCollate responses

Rule 3 {unrefracted): Stop rehearsal on recall
TRICGER: recall

IF: True

THEN: send stop to Rehearsal

Condition Defin

recalliword) :-
word is in STS,

recalliword) :-
word iz in LTS,

on: recall/1: Recalf from STS or LTS

..
e

XY~ —
| % | e [commen]

Sharon Goldwater
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Free Recall
The Modal Model
Long Term Store

Example Task Decay, Time, and Rehearsal

Adding the Long Term Store

@ What causes the Primacy Effect?

@ Monitor the Messages view of the 1/O Process. Why does the
model sometimes recall the same word twice in the same trial?
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Adding the Long Term Store

Example Task

Free Recall

The Modal Model

Long Term Store

Decay, Time, and Rehearsal

The current output (left) still doesn't match the output from the
intro (right).

Fil_Edi View Run Help. Done

What is different? Why?

Fil_Edi_View Run Help. Done

arme: [Cutt grap

Type: - | BovmssiiGr

Brif Descripion: [Graph of recal positons

Current Graph (E1; S1; B1; T20; C24):

Sescpton | Propers [ Resus CursntGran ssages |

T resend
o
- >
0 N\ /n e
* N A A
y
r B0 S \ -
: \ At
: v
$ a0
:
!
0
I B R R R T R L

Serial position

s [outra Tyve: < | psasincran

Brif Descripion: [Graph of recal positons

| |
oo | | [Eurrent |
Current Graph (E1; S1; B1; T20; C24): Pint
Title Legend
_+ srecal
~
A
/)
o/
. A~
PN o
—

35 3 5 & 7 & 5 10111213 1415 16 17 18 19 2
Serial position
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Free Recall
The Modal Model
Long Term Store

Example Task Decay, Time, and Rehearsal

Decay, Time, and Rehearsal

@ Add decay to LTS. Explore different decay rates.

@ Change the rehearsal rate by adding another copy of the
rehearsal rule.

@ All memorized words are currently recalled in parallel. Make
the recall process serial.
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Free Recall
The Modal Model
Long Term Store

Example Task Decay, Time, and Rehearsal

Decay, Time, and Rehearsal

The serial recall rule:

i Subobiject Editor: Item 2 of Input/Dutput M=
Comment: |The recall rule Done
I Rule is triggered? F Rule is refracted? I Rule fires once per cycle?

Triggering pattern: |reca||

Conditions: Add Condition |

j recall ( |Word )

Actions: Add Action
j send Irecaﬂed(WnrrJ) to j Experimenter:expter process
j send Irecaﬂl to j Input/Output

Sharon Goldwater Cognitive Modeli
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Free Recall
The Modal Model
Long Term Store

Example Task Decay, Time, and Rehearsal

Decay, Time, and Rehearsal

@ Explore the effect of the Access property of each buffer. Play
with these (and other) parameters to see how they affect the
model’s behavior.

@ The Experimenter system is written using standard Cogent.
Try to discover how it works.

@ Go on to develop the model into something substantial.
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Free Recall
The Modal Model
Long Term Store

Example Task Decay, Time, and Rehearsal

References
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