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1. Computing Eigenvectors

(a) Confirm that x is a an eigenvector of A, and find the corresponding eigenvalue.

1 40 1
x=[2[,A=2 3 2
i 1 0 4

(b) Find the characteristic equations of the following matrices, and then find their eigen-
values and eigenvectors.

s=ly 4=V 3

8 —1 4 -2
(c) Find the eigenvalues of the following matrices.
_1
300 50
D=|-2 7 O|,E= 3 :
408 1 0 0 10
0 0 0 3

(d) Using the eigenvalues you computed in questions (b) and (c), compute the determi-
nants and traces of matrices A to E.

2. Properties of Eigenvectors

(a) Find some matrices whose characteristic polynomial is p(A) = A(A—2)?(A+1).
(b) Suppose that the characteristic polynomial of A is p(A) = (A — 1)(A —3)2(A —4)°.
What is the size of A? Is A invertible?

(c) Suppose that A is a 2 x 2 matrix with tr(A) = det(A) = 4. What are the eigenvalues
of A?

(d) Find all 2 x 2 matrices for which tr(A) = det(A).

3. Convolutions

(a) Compute the convolution k x a for the following vectors. What is the function of the
kernel k?

k=[-1 1J,a=[1 1 0 0 1 1]
(b) Compute the convolution f * g for the following functions.
if —1<x<0
fo<x<1
0 otherwise
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(c) In image processing, what is the function of the following kernels?

1 2 1 010 0 -1 0
Ki=|10 0 0|, K=|1 4 1|,K3=(-1 4 -1].
-1 -2 -1 010 0 -1 0



