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@ How self-supervised learning came about
@ What self-supervised learning is

@ Examples of SSL on speech

o Contrastive Predictive Coding
e wav2vec 2.0
o HuBERT

@ How SSL models are used

e Fine-tuning
e Probing
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@ Training on one task can sometimes help learn other tasks.
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@ Training on one task can sometimes help learn other tasks.
@ Two examples

e Word embeddings (Mikolov et al., 2013)
e Supervised pre-training in computer vision (Girshick et al., 2014)
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Background

e Girshick et al. (2014) found that a pre-trained image classifier
can be fine-tuned for object detection.

@ They named the idea supervised pre-training.

mAP
DPM v5 33.7
DPM ST 20.1
DPM HSC 34.3
R-CNN pools 44 .2
R-CNN fcg 46.2
R-CNN fc7 44.7
R-CNN fine-tuned pools | 47.3
R-CNN fine-tuned fcg 53.1
R-CNN fine-tuned fcy 54.2
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Supervised Pre-Training
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Supervised Pre-Training
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Supervised Pre-Training
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Supervised Pre-Training

@ Training on one task can sometimes help learn other tasks.

@ The tasks in pre-training is called the pretext task, while the
other tasks that might benefit from pre-training are called
downstream tasks.

@ Does pre-training (i.e., the pretext task) needs to be
supervised?
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Context Prediction

Example:

(Doersch et al., 2015)
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Context Prediction

@ The pretext task in this case is to predict the relative position
of patches.

@ Inspired by word2vec, Doersch et al. (2015) coins the
approach self-supervised learning.

@ Why does this work?
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Context Prediction

@ If the models knows , then it should
be able do well on
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Context Prediction

@ If the models knows , then it should
be able do well on

o If the models knows something about images, then it should
be able do well on context prediction.
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Context Prediction

@ If the models knows , then it should
be able do well on

o If the models knows something about images, then it should
be able do well on context prediction.

@ We train a model to do context prediction and hope that the
model can know something about images.
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More Exapmles

(Pathak et al., 2016)
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More Exapmles

(Larsson et al., 2016)
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Prediction Features in the Future

Time

a) Unlabeled A2/, TP
Video =~ E4 5 e A

| ]
/ '
L
4 :
o) - Predict Future ;
¢ Visual Representation O(Te41)
\» ®
b) Feature
Space
(d dim)

(Vondrick et al., 2016)
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Prediction Features in the Future

@ Predicting the future in the feature space seems like a
reasonable pretext task for self-supervised learning.

@ To formalize this, we want to train f to predict ¢(x¢4+1) from
o(xt), where ¢(x;) is the feature of x;.

@ If we train both f and ¢ to minimize
1F(6(xe)) = e(xe) 13, (1)
there are trivial solutions where ¢(x) = cI for any constant c.

e Vondrick et al. (2016) use a pre-trained network for ¢ and
only trains f while holding ¢ fixed.

Hao Tang Self-Supervised Learning for Speech



Contrastive Predictive Coding (CPC)
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(van den Oord et al., 2018)
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Contrastive Predictive Coding (CPC)

@ The goal of CPC is to predict the future in the future space.
o It suffers the same problem, having trivial solutions.

@ Instead of predicting the future with mean-squared error, van
den Oord et al. (2018) adopt a contrastive approach, to
distinguish the correct one from others.
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Contrastive Predictive Coding

@ Suppose we want to use ¢; to predict z;y3.

e We know that minimizing ||z;+3 — Wc;||3 leads to a
degenerate solution.

@ Instead, we want zt13 We; to be high, and z" We; to be low
for any other z.

@ The correct sample, in this case z;43, is typically called the
positive example, while the others are called negative
examples.
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Contrastive Predictive Coding (CPC)

e We want zttr3 We; to be high, and z" We; to be low for any
other z.

@ In other words, we want

log exp(z,],3 Wee)
Zze NU{z;+3} eXp(ZT ch)

to be high, where N is the set of negative samples.

@ The negative samples can be other frames of the same
utterance, frames from other utterances of the same speaker,
or frames from other utterances of different speakers.
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Contrastive Predictive Coding (CPC)

@ The final objective is

T W
Z log exp(Ze+3 Ct)T . (3)
—1 ZZENU{ZH_3} eXp(Z WCt)

@ The number of frames into the future (3 in z¢13) is a
necessary hyperparameter.

@ The negative examples are typically just all the frames in the
batch.
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wav2vec 2.0

Contrastive loss
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(Baevski et al., 2020)
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@ The model architecture is a 12-layer Transformer.

@ Instead of future prediction, wav2vec 2.0 uses masked

prediction.
@ The design is heavily inspired by BERT (Devlin et al., 2019).
@ There is a quantization layer after the CNN.
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Vector Quantization

@ Vector quantization is a procedure that converts a vectors into
an integer.

@ The integer is called a code, and every integer corresponds to
a code vector.

@ The set of integers and their corresponding vectors comprise a
codebook.

@ Given a vector, vector quantization finds the closest code
vector in the codebook and returns the code.
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Vector Quantization
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Vector Quantization
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Vector Quantization
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@ wav2vec 2.0 still uses the contrastive objective

Z log exp(cos(qt, ct)) | @)
teM 2 qenuiqey &P(cos(q; ¢t))

where M is the indices of the masked frames and N is the set
of negative samples.
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Acoustic Unit Discovery System
(e.g., K-means on MFCC)
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HuBERT

o HuBERT uses a cross entropy

Z log > exp(cos(qt, ct)) (5)

= qgev exp(cos(q; cr))’

where M is the indices of the masked frames and V is the
codebook.
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After Pre-Training ...

@ A pre-trained model can serve as an initialization of another
model on a new task. This approach is often called
fine-tuning.

@ A pre-trained model can also be used as a feature extractor.

Hao Tang Self-Supervised Learning for Speech



ERT loss

I
c
o8}

linear

aye

5 _I
[¢)

= =
Ao

layer 3

ayer

g|e
[0)
=
= N

speech

Hao Tang Self-Supervised Learning for Speech



HuBERT loss ASR
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wav2vec 2.0 Results

Unlabeled dev test
Model data M clean  other clean  other
10 min labeled
Discrete BERT [4] LS-960 4-gram 15.7 24.1 16.3 252
BASE LS-960 4-gram 89 157 9.1 156
Transf. 6.6 132 6.9 129
LARGE LS-960 Transf. 6.6 10.6 6.8 10.8
LV-60k Transf. 4.6 7.9 4.8 8.2
1h labeled
Discrete BERT [4] LS-960 4-gram 85 164 9.0 176
BASE LS-960 4-gram 5.0 10.8 55 113
Transf. 38 9.0 4.0 9.3
LARGE LS-960 Transf. 3.8 7.1 39 7.6
LV-60k Transf. 2.9 54 2.9 5.8
10h labeled
Discrete BERT [4] LS-960 4-gram 53 132 59 14.1

Tter. pseudo-labeling [58]  LS-960  4-grams+Transf. 2351 2548 2437 2602
LV-60k  4-gram+Transf. 17.00 19.34 18.03  19.92

BASE LS-960 4-gram 3.8 9.1 4.3 9.5
Transf. 29 74 32 7.8
LARGE LS-960 Transf. 29 57 32 6.1
LV-60k Transf. 24 48 2.6 4.9

100h labeled
Hybrid DNN/HMM [34] - 4-gram 5.0 19.5 58 18.6
TTS data augm. [30] - LST™M 43 135
Discrete BERT [4] LS-960 4-gram 4.0 10.9 4.5 12.1
Iter. pseudo-labeling [58] ~ LS-860  4-gram+Transf.  4.98  7.97 559 895
LV-60k 4-gram+Transf. 3.19 6.14 372 711
Noisy student [42] LS-860 LSTM 39 8.8 42 8.6
BASE LS-960 4-gram 27 79 34 8.0
Transf. 22 6.3 2.6 6.3
LARGE LS-960 Tran: 2.1 4.8 2.3 5.0

LV-60k Transf. 19 40 20 40
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wav2vec 2.0 Results
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LV-60k Transf. 24 48 2.6 4.9

100h labeled

Hybrid DNN/HMM [34] - 4-gram 5.0 19.5

TTS data augm. [30] - LSTM

Discrete BERT [4] LS-960 4-gram 4.0 10.9

Iter. pseudo-labeling [58] ~ LS-860  4-gram+Transf. 198 797
LV-60k 4-gram+Transf. 3.19 6.14

Noisy student [42] LS-860 LSTM 39 8.8
BASE LS-960 4-gram 27 79

Transf. 22 6.3
LARGE LS-960 Tran: 2.1 4.8

LV-60k Transf. 19 40
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Feature Extractor
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Feature Extractor

ERT loss
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Feature Extractor
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Feature Extractor
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Speech Representations

@ The hidden vectors are often better representations than the
input at solving a task.

@ Nowadays, hidden vectors and representations are often used
interchangeably.

@ In other words, when we take one of the layers of HUBERT
when inputting a speech utterance, we get a representation of
this particular utterance.

@ Don't forget that wave samples and Mel spectrograms are
also speech representations.
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@ What can we decode from a given representation?

@ For example, can we decode phones from a given
representation?

@ To answer this question, we train a linear classifier to predict
phones.

@ A non-trivial accuracy tells us to what extent we can decode
phones from a given representation.

@ The act is usually called phone probing, and the classifier is
called a probing classifier.

@ There are no particular restrictions on what a probing classifier
should be, but they are typically just a linear classifier.
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Layer-Wise Analysis

local acoustic features
(Sec. 5.2.1)

= = phone identity (Sec. 5.2.2)
= word identity (Sec. 5.2.3)
= word meaning (Sec. 5.3)

wav2vec 2.0 BASE

12 34567 8 9101112
(Pasad et al., 2021)
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@ Pre-training followed by fine-tuning is a simple approach to
leveraging data from different tasks.

@ In particular, self-supervised learning makes it possible to
leverage unlabeled data.

@ Speech representations learned from self-supervision have
found their way to many different applications.
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