
Multilingual and Low-Resource Speech
Recognition

Peter Bell

Automatic Speech Recognition – ASR Lecture 14
7 March 2024

ASR Lecture 14 Multilingual and Low-Resource Speech Recognition 1



Languages of the World

Over 6,000 languages globally....

In Europe alone

24 official languages and 5 “semi-official” languages
Over 100 further regional/minority languages
If we rank the 50 most used languages in Europe, then there
are over 50 million speakers of languages 26-50 (Finnish –
Montenegrin)

3,000 of the world’s languages are endangered

Google cloud speech API covers over 98 languages and more
than 300 accents/dialects of those languages; Apple Siri
covers over 21 languages; Google assistant has over 30
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Under-resourced languages

Under-resourced (or low-resourced) languages have some or all of
the following characteristics

limited web presence

lack of linguistic expertise

lack of digital resources: acoustic and text corpora,
pronunciation lexica, ...

Under-resourced languages thus provide a challenge for speech
technology

See Besaciera et al (2014) for more
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Speech recognition of under-resourced languages

Training acoustic and language models with limited training
data

Transferring knowledge between languages

Challenge of constructing pronunciation lexica

Dealing with language specific characteristics (e.g.
morphology)

Prevalence of code-switching
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Morphology

Many languages are morphologically richer than English: this
has a major effect of vocabulary construction and language
modelling

Compounding (eg German): decompose compound words into
constituent parts, and carry out pronunciation and language
modelling on the decomposed parts

Highly inflected languages (eg Arabic, Slavic languages):
specific components for modelling inflection (eg factored
language models)

Inflecting and compounding languages (eg Finnish, Estonian)

All approaches aim to reduce ASR errors by reducing the
OOV rate through modelling at the morph level; also
addresses data sparsity
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Vocabulary size for different languages

3:18 • M. Creutz et al.
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Fig. 7. Vocabulary growth curves for different languages: For growing amounts of text (word
tokens), the numbers of unique different word forms (word types), occurring in the text are plotted.

3.3 Word Models, Vocabulary Growth, and Spontaneous Speech

To improve the word models, one could attempt to increase the vocabulary
(recognition lexicon) of these models. A high coverage of the vocabulary of the
training set might also reduce the OOV rate of the recognition data (test set).
However, this may be difficult to obtain.

Figure 7 shows the development of the size of the training set vocabulary
for growing amounts of training data. The corpora used for Finnish, Estonian,
and Turkish are the datasets used for training language models (mentioned in
Section 3.1.2). For comparison, a curve for English is also shown; the English
corpus consists of text from the New York Times magazine. While there are
fewer than 200,000 different word forms in the 40-million word English cor-
pus, the corresponding values for Finnish and Estonian corpora of the same
size exceed 1.8 million and 1.5 million words, respectively. The rate of growth
remains high as the entire Finnish LM training data of 150 million words (used
in Fin4) contains more than 4 million unique word forms. This value is thus ten
times the size of the (rather large) word lexicon currently used in the Finnish
experiments.

Figure 8 illustrates the development of the OOV rate in the test sets for
growing amounts of training data. That is, assuming that the entire vocabulary
of the training set is used as the recognition lexicon, the words in the test set
that do not occur in the training set are OOVs. The test sets are the same as
used in the speech recognition experiments, and for English, a held-out subset
of the New York Times corpus was used. Again, the proportions of OOVs are
fairly high for Finnish and Estonian; at 25 million words, the OOV rates are
3.6% and 4.4%, respectively (compared with 1.7% for Turkish and only 0.74%

ACM Transactions on Speech and Language Processing, Vol. 5, No. 1, Article 3, Publication date: December 2007.

Creutz et al (2007)
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OOV Rate for different languages

Morph-Based Speech Recognition • 3:19
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Fig. 8. For growing amounts of training data, development of the proportions of words in the test
set that are not covered by the training set.

for English). If the entire 150-million word Finnish corpus were to be used (i.e.,
a lexicon containing more than 4 million words), the OOV rate for the test set
would still be 1.5%.

Not surprisingly, the feasibility of the use of high-coverage standard word
lexicons for Finnish and Estonian is low. In light of the plots in Figures 7 and 8,
word lexicons might, however, be an option for Turkish. The slower vocabulary
growth for Turkish is likely due to the much lower number of compound words
in Turkish in comparison to Finnish and Estonian. Word lexicons are the state-
of-the-art solution for English.

3.3.1 Egyptian Arabic. The vocabulary growth and OOV curves for Arabic
are not visible in Figures 7 and 8 because of the small amount of Arabic data
available (164,000 words). However, Figures 9 and 10 provide a close-up of the
first 164,000 words, including Arabic. The datasets shown in Figures 7 and 8 all
consist of planned, written text, whereas the ECA corpus contains unplanned,
transcribed spontaneous speech. Because of these differences, the type of text
(planned or spontaneous) has been indicated explicitly in the new figures.

Additional sources have been provided for Arabic and English: planned
Arabic text from the FBIS corpus of Modern Standard Arabic (a collection of
transcribed radio newscasts from various radio stations in the Arabic-speaking
world) as well as spontaneous transcribed English telephone conversations
from the Fisher corpus.3 The point here is to illustrate that a smaller, slower
growing vocabulary is used in spontaneous speech than in planned speech.

3Available at http://www.ldc.upenn.edu/.

ACM Transactions on Speech and Language Processing, Vol. 5, No. 1, Article 3, Publication date: December 2007.

Creutz et al (2007)
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Segmenting into morphs

Linguistic rule-based approaches – require a lot of work for an
under-resourced language!

Automatic approaches – use automatically segment and
cluster words into their constitutent morphs

Morfessor (http://www.cis.hut.fi/projects/morpho/)

“Morfessor is an unsupervised data-driven method for the
segmentation of words into morpheme-like units.”
Aims to identify frequently occurring substrings of letters
within either a word list (type-based) or a corpus of text
(token-based)
Uses a probabilistic framework to balance between few, short
morphs and many, longer morphs

Morph-based language modelling uses morphs instead of
words – may require longer context (since multiple morphs
correspond to one word)
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Code switching

Code switching can be common in low-resource languages

Hard to model if only monolingual training data is available

Can interpolate monolingual language models, but how to
predict likely switching points?

Need to consider if there is a change in phonology

“masithi 3 o’clock ke eclocktower mamela kyk hier ndiyamazi i
know him i got him ... ndizithi kuye masiye e waterfront i wont tell
him that i’m meeting a friend but ndiyayazi he wont mind
xasidibana nawe he will buy us drinks and some lunch then
sonwabe wethu”
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Multilingual and cross-lingual acoustic models

How to share information from acoustic models in different
languages?

General principle: share model parameters across languages,
learning a multilingual representation of speech

In neural network acoustic models, share hidden layers
between languages

Can share phone sets or map them between languages...

... but output layers are often monolingual, language specific
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Multilingual and cross-lingual acoustic models

Methods to avoid a shared phoneme inventory

General principle: share model parameters across languages,
learning a multilingual representation of speech

In neural network acoustic models, share hidden layers
between languages

Can share phone sets or map them between languages...

... but output layers are often monolingual, language specific

ASR Lecture 14 Multilingual and Low-Resource Speech Recognition 11



Multilingual and cross-lingual acoustic models

Multi-lingual phone sets – use a network with multilingual
hidden representations directly in a hybrid DNN/HMM system

Hat-swap/multi-task – train a network with an output layer
for each language, but shared hidden layers

Multilingual bottleneck – use a bottleneck hidden layer
(trained in a multilingual) way as features for either a GMM-
or NN-based system

Pre-train without phonetic labels in a language-independent
manner
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Hat Swap – architecture

DNN finetuned 
on CZ

Stacked RBMs 
trained on PL

DNN finetuned 
on DE

DNN finetuned 
on PT

DNN finetuned 
on PL

Fig. 1. Multilingual training of deep neural networks.

does not require retraining any previously trained models for
other languages. Ideally, one would like the hidden layers
to converge to an optimized set of feature extractors that can
be reused across domains and languages. However, such a
study is inherently empirical, and variations of the techniques
reported here are currently under investigation.

4. EXPERIMENTS

We used the GlobalPhone corpus [25] for our experiments.
The corpus consists of recordings of speakers reading news-
papers in their native language. There are 19 languages from
a variety of geographical locations: Asia (Chinese, Japanese,
Korean), Middle East (Arabic, Turkish), Africa (Hausa), Eu-
rope (French, German, Polish), and Americas (Costa Rican
Spanish, Brazilian Portuguese). Recordings are made under
relatively quiet conditions using close-talking microphones;
however acoustic conditions may vary within a language and
between languages.

In this work we use seven languages from three differ-
ent language families: Germanic, Romance, and Slavic. The
languages used are: Czech, French, German, Polish, Brazil-
ian Portuguese, Russian and Costa Rican Spanish. Each lan-
guage has roughly 20 hours of speech for training and two
hours each for development and evaluation sets, from a total
of about 100 speakers. The detailed statistics for each of the
languages is shown in Table 1.

4.1. Baseline systems

For each language, we built standard maximum-likelihood
(ML) trained GMM-HMM systems, using 39-dimensional
MFCC features (C0-C12, with delta and acceleration coeffi-
cients), using the Kaldi speech recognition toolkit [26]. The
number of context-dependent triphone states for each lan-
guage is 3100 with a total of 50K Gaussians (an average of
roughly 16 Gaussians per state). The development set word
error rates (WER) for the different languages are presented
in Table 2. The results reported here are better than those in
our earlier work [13] because we used better LMs obtained

Table 1. Statistics of the subset of GlobalPhone languages
used in this work: the amounts of speech data for training,
development, and evaluation sets are in hours.

Language #Phones #Spkrs Train Dev Eval
Czech (CZ) 41 102 26.8 2.4 2.7
French (FR) 38 100 22.8 2.1 2.0
German (DE) 41 77 14.9 2.0 1.5
Polish (PL) 36 99 19.4 2.9 2.3
Portuguese (PT) 45 101 22.8 1.6 1.8
Russian (RU) 48 115 19.8 2.5 2.4
Spanish (SP) 40 100 17.6 2.0 1.7

from the authors of [3, 27]. We must stress that the ML
baseline results are presented here to serve as a point of ref-
erence, and not for direct comparison with the DNN results.
The scripts needed to replicate the GMM-HMM results are
publicly available as a part of the Kaldi toolkit2.

4.2. DNN configuration and results

For training DNNs, our tools utilize the Theano library [28],
which supports transparent computation using both CPUs and
GPUs. We train the networks on the same 39-dimensional
MFCCs as the GMM-HMM baseline. The features are glob-
ally normalised to zero mean and unit variance, and 9 frames
(4 on each side of the current frame) are used as the input to
the networks. All the networks used here are 7 layers deep,
with 2000 neurons per hidden layer. The initial weights for
the softmax layer were chosen uniformly at random: w ⇠
U [�r, r], where r = 4

p
6/(nl�1 + nl) and nl is the num-

ber of units in layer l. Fine-tuning is done using stochastic
gradient descent on 256-frame mini-batches and an exponen-
tially decaying schedule, learning at a fixed rate (0.08) un-
til improvement in accuracy on cross-validation set between
two successive epochs falls below 0.5%. The learning rate is
then halved at each epoch until the overall accuracy fails to
increase by 0.5% or more, at which point the algorithm ter-
minates. While learning, the gradients were smoothed with

2Available from: http://kaldi.sf.net

7321

Ghoshal et al, 2013
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Multi-lingual networks (“block softmax”)

Train one network for all languages:

separate output layer for each language
shared hidden layers

Each training input is propagated forward to the output layer
of the corresponding language – only that output layer is used
to compute the error used to train the network for that input

Since the hidden layers are shared, they must learn features
relevant to all the output layers (languages)

Can view this as a parallel version of hat swap
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Multi-lingual networks – architecture
softmax layers, however, are not shared. Instead, each language 
has its own softmax layer to estimate the posterior probabilities of 
the senones (tied triphone states) specific to that language. 
 

...

...

...

...

...

...

... ... ... ...Language 1 senones

Input Layer: 
A window of acoustic feature frames 

Shared 
Feature Transformation

Language 2 senones Language 3 senones Language 4 senones

Lang 1 Lang 2 Lang 3 Lang 4 Training or Testing Samples

Text

Many Hidden Layers

Figure 1: Architecture of the shared-hidden-layer multilingual 
DNN 

 
As usual, the input layer covers a long contextual window of 

the acoustic feature (e.g., MFCC or log filter bank) frames. Since 
the shared hidden layers are to be used by many languages, 
language specific transformations such as HLDA cannot be applied. 
This requirement will not limit the performance of the CD-DNN-
HMM, though, because any linear transformation can be subsumed 
by the DNN as indicated in [4]. 

The key to the successful learning of the SHL-MDNN is to 
train the model for all the languages simultaneously. When batch 
training algorithms, such as L-BFGS or the Hessian free algorithm 
[8], are used, this is trivial since all the data will be used in each 
update of the model. However, if mini-batch training algorithms, 
such as the mini-batch stochastic gradient ascent (SGA), are used, 
it means each mini-batch should be drawn from all the training 
data available. This can be efficiently accomplished by 
randomizing the training utterance list across the languages before 
feeding it into our DNN training tool. 

The SHL-MDNN can be pretrained in either supervised or 
unsupervised way. In this study we have adopted the unsupervised 
pre-training procedure used in our previous study [1]. This is 
because the unsupervised pretraining does not involve the 
language-specific softmax layer and so can be carried out easily 
without any modification of our existing tool. 

The fine-tuning of the SHL-MDNN can be carried out using 
the conventional backpropagation (BP) algorithm. However, since 
a different softmax layer is used for each different language, the 
algorithm needs to be adjusted slightly. When a training sample is 
presented to the SHL-MDNN trainer, only the shared hidden layers 
and the language-specific softmax layer are updated. Other 
softmax layers are kept intact. The SHLs serve as a structural 
regularization to the model and the entire SHL-MDNN and its 
training procedure can be considered as an example of multi-task 
learning. 

After being trained, the SHL-MDNN can be used to recognize 
speech of any language used in the training process. By sharing the 
hidden layers in the SHL-MDNN and by using the joint training 
strategy, we can improve the recognition accuracy of all the 

languages decodable by the SHL-MDNN over the monolingual 
DNNs trained using data from individual languages only. 

We evaluated the SHL-MDNN on a Microsoft internal speech 
recognition task. The training set contains 138-hour (hr) French 
(FRA), 195-hr German (DEU), 63-hr Spanish (ESP), and 63-hr 
Italian (ITA) speech data. The SHL-MDNN used in the experiment 
has 5 hidden layers, each with 2048 nodes. The input to the DNN 
is 11 (5-1-5) frames of the 13-dim MFCC feature with its 
derivatives and accelerations. For each language, the output layer 
has 1.8k senones determined by the GMM-HMM system trained 
with the maximum likelihood estimation (MLE) on the same 
training set. The SHL-MDNN was initialized using the 
unsupervised DBN-pretraining procedure, and then refined with 
BP using senone labels derived from the MLE model alignment. 
The trained DNNs are plugged in the CD-DNN-HMM framework 
designed for LVSR [1]. 

Table 1: Compare Monolingual DNN and Shared-Hidden-Layer 
Multilingual DNN in WER (%) 

 FRA DEU ESP ITA 
Test Set Size (Words) 40k 37k 18k 31k 
Monolingual DNN (%) 28.1 24.0 30.6 24.3 
SHL-MDNN (%) 27.1 22.7 29.4 23.5 
Relative WER Reduction (%) 3.6 5.4 3.9 3.3 
 
Table 1 compares the word error rate (WER) obtained on the 

language specific test sets using the monolingual DNN (trained 
using only the data from that language) and the SHL-MDNN 
(whose hidden layers are trained using data from all four 
languages). From the table we can observe that the SHL-MDNN 
outperforms the monolingual DNN with a 3-5% relative WER 
reduction across all the languages. Note that when training 
monolingual DNNs, we shuffled the training utterances as well and 
adopted the same epoch numbers per language as in SHL-MDNN. 
Therefore, we ascribe the gain of SHL-MDNN to cross-language 
knowledge. It is encouraging that even for FRA and DEU, which 
have more than 100 hours of training data, SHL-MDNN can still 
provide improvement. This is not the only advantage of the SHL-
MDNN. For example,  since multiple languages are simultaneously 
decodable with its unified DNN structure, the SHL-MDNN makes 
multilingual LVSR easy and efficient. 
 

3. CROSS-LINGUAL MODEL TRANSFER 
 
The shared hidden layers (SHLs) extracted from the multilingual 
DNN can be considered as an intelligent feature extraction module 
jointly trained with data from multiple source languages. As such 
they carry rich information to distinguish phonetic classes in 
multiple languages and can be carried over to distinguish phones in 
new languages.  

The procedure of cross-lingual model transfer is simple. We 
extract the SHLs from the SHL-MDNN and add a new softmax 
layer on top of it. The softmax layer’s output nodes correspond to 
the senones in the target language. We then fix the hidden layers 
and only train the softmax layer using training data from the target 
language. If enough training data is available, additional gains may 
be achieved by further tuning the entire network. 

To evaluate the effectiveness of cross-lingual model transfer, 
we used American English (ENU) (phonetically close to the 

Huang et al, 2013

NB: A senone is a context-dependent tied state
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Bottleneck features

qt

xt
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Cross-lingual bottleneck features

Source 
langage 
inputs

Source 
language
outputs

Target 
language 

inputs

Target 
language 
outputs
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Multi-lingual bottleneck network

Source 
language
outputs

Target 
language
outputs

Source 
language

inputs

Target
language

inputs
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Use of BN features in HMM/DNN systems

Source 
language
outputs

Target 
language
outputs

Source 
language

inputs

Target
language

inputs
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Semi-supervised training

Assume we only have a only a small amount of data is
transcribed, but much more untranscribed data → train a
seed model and use it to transcribe more data

But don’t want to train further on incorrect captions

Traditional solution: apply data filtering based on confidence
scores

This can select out the harder data that is most useful for
refining the system

Solution (Manohar, 2018): use a lattice to incorporate
uncertainty about the transcription, train with MMI criterion
(see next lecture)

Requires a strong language model for the best performance
(Wallington et al, 2021)
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Example: Tagalog
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Pre-training

Pre-train the network without using label information

Can pre-train on multilingual or single language data, then
fine tune on the target language

Examples:

RBM pre-training (Swietojanski et al, 2012)
Self-supervised training (Conneau et al, 2020)
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Self-supervised training

Under review as a conference paper at ICLR 2021

Chinese
English

French

Multilingual quantized latent speech representations

Shared Transformer
encoder

……

Masked

Transformer

CNN

q q q q q

L` Contrastive loss

Shared CNN
encoder

Speech signal
In any language

(e.g. English)

Shared quantizer

Figure 1: The XLSR approach. A shared quantization module over feature encoder representations
produces multilingual quantized speech units whose embeddings are then used as targets for a
Transformer trained by contrastive learning. The model learns to share discrete tokens across
languages, creating bridges across languages. Our approach is inspired by Devlin et al. (2018);
Lample & Conneau (2019) and builds on top of wav2vec 2.0 (Baevski et al., 2020c). It requires only
raw unlabeled speech audio in multiple languages.

also demonstrate that XLSR representations can be fine-tuned simultaneously on multiple languages
to obtain a multilingual speech recognition system whose performance is competitive to fine-tuning a
separate model on each language § 4).

2 APPROACH

Unsupervised cross-lingual representation learning has shown great success by pretraining Transform-
ers (Vaswani et al., 2017) with multilingual masked language models (Devlin et al., 2018; Lample &
Conneau, 2019). In this work, we learn cross-lingual speech representations by extending wav2vec
2.0 (Baevski et al., 2020c) to the cross-lingual setting. Our approach learns a single set of quantized
latent speech representations which are shared across languages. Next, we outline the architecture
(§ 2.1), training (§ 2.2) and adaptations for cross-lingual training.

2.1 ARCHITECTURE

We follow the design choices described in Baevski et al. (2020c). The model contains a convolutional
feature encoder f : X 7! Z to map raw audio X to latent speech representations z1, . . . , zT which are
fed to a Transformer network g : Z 7! C to output context representations c1, . . . , cT (Devlin et al.,
2018; Baevski et al., 2020b;a). For the purpose of training the model, feature encoder representations
are discretized to q1, . . . ,qT with a quantization module Z 7! Q to represent the targets in the
self-supervised learning objective (Figure 1, § 2.2).

The quantization is based on product quantization (Jegou et al., 2011; Baevski et al., 2020b) by
choosing quantized representations from G = 2 codebooks with V = 320 entries each. The result is
concatenated to obtain q. A Gumbel softmax enables choosing discrete codebook entries in a fully
differentiable way (Jang et al., 2016). Each zt represents about 25ms of audio strided by 20ms, the
context network architecture follows BERT (Vaswani et al., 2017; Devlin et al., 2018) except for
relative positional embeddings Mohamed et al. (2019); Baevski et al. (2020a).

2.2 TRAINING

The model is trained by solving a contrastive task over masked feature encoder outputs. For masking,
we sample p = 0.065 of all time steps to be starting indices and mask the subsequent M = 10 time
steps. The objective requires identifying the true quantized latent q̃ for a masked time-step within a
set of K = 100 distractors Qt sampled from other masked time steps: � log exp(sim(ct,qt))P

q̃⇠Qt
exp(sim(ct,q̃))

where ct is the output of the transformer, and sim(a,b) denotes cosine similarity.

2

Conneau et al, 2020
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Graphemes and phonemes

Can represent pronunciations as a sequence of graphemes
(letters) rather than a sequence of phones

A standard feature of “end-to-end” ASR (see lectures 16 and
17)

Advantages of grapheme-based pronunciations

No need to construct/generate phone-based pronunciations
Can use unicode attributes to assist in decision tree
construction

Disadvantages:

may not always be a direct link between graphemes and sounds
(eg. in English)
Orthographic representation may not be very efficient (eg.
Xhosa, Gaelic)
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Grapheme-based ASR results for 6 low-resource languages

Language System Script Graphemes†

Kurmanji Kurdish Alphabet Latin 62
Tok Pisin Alphabet Latin 52
Cebuano Alphabet Latin 53
Kazakh Alphabet Cyrillic/Latin 126
Telugu Abugida Telugu 60
Lithuanian Alphabet Latin 62
Levantine Arabic Abjab Arabic 36

Table 2: Option Period 2 Languages, and data releases. † the num-
ber of graphemes in the FLP, excluding apostrophe.

Table 2 shows some of the attributes of the seven languages
investigated. Three different writing schemes were evaluated: Al-
phabet, Abugida, and Abjab. Four forms of writing script were ex-
amined: Latin, Cyrillic, Arabic and Telugu. Additionally the table
gives the number of “raw” graphemes, with no mappings, that are
observed in the FLP training transcriptions, or the complete Levan-
tine Arabic training transcriptions.

Language Grapheme Mapping #
Pack — cap scr atr sgn Phn
FLP 126 67 62 54 52 59
LLP 117 66 61 53 51 59

VLLP 95 59 54 46 44 59
ALP 81 55 51 43 42 59

Table 3: Number of unique tokens in Kazakh (302) (incremen-
tally) removing: cap capitalisation; scr writing alphabet; attr
attributes; sgn signs

It is interesting to see how the number of graphemes varies with
the form of grapheme mapping used, and the size of the data (or
LP). Table 3 shows the statistics for Kazakh, which has the greatest
number of observed graphemes as both Cyrillic and Latin script are
used. The first point to note is that going from the FLP to the ALP,
45 graphemes are not observed in the ALP compared to the FLP.

As the forms of mapping are increased: removing capitalisation;
writing script; remaining grapheme attributes; and sign information,
the number of graphemes decreases. However comparing the FLP
and ALP, there are still 10 graphemes not seen in the ALP. If the
language model is only based on the acoustic data transcriptions
this is not an issue. However if additional language model training
data is available, then acoustic models are required for these unseen
graphemes. In contrast for all LPs all the phones are observed in all
LPs. Note for all the phonetic systems, diphthongs are mapped to
their individual constituents.

4. EXPERIMENTAL RESULTS

This section contrasts the performance of the proposed unicode-
based graphemic systems with phonetic systems, and also an expert
derived Levantine Arabic graphemic system. The performance us-
ing limited resources on CTS data is poor compared to using larger
amounts of resources, or simpler tasks.

4.1. Acoustic and Language Models

The acoustic and language models built on the six Babel languages
were built in a Babel BaseLR configuration [14]. Thus no additional
information from other languages, or LPs, were used in building the

systems. HTK [15] was used for training and test, with MLPs trained
using QuickNet [16]. All acoustic models were constructed from a
flat-start based on PLP-features, including HLDA and MPE training.
The decision trees used to construct the context-dependent models
were based on state-specific roots. This enables unseen phones and
graphemes to be synthesised and recognised, even if they do not oc-
cur in the acoustic model training data [17]. Additionally it allows
rarely seen phones and graphemes to be handled without always
backing off to monophone models. These baseline acoustic mod-
els were then extended to Tandem-SAT systems. Here Bottle-Neck
(BN) features were derived using DNNs with PLP plus pitch and
probability of voicing (PoV) obtained using the Kaldi toolkit [18] 4.
Context-dependent targets were used. These 26-dimensional BN
features were added to the HLDA projected PLP features and pitch
features to yield a 71-dimensional feature vector. The baseline mod-
els for the Levantine Arabic system were identical to the Babel sys-
tems. However the Tandem-SAT system did not include any pitch or
PoV features, so the final feature-vector size was 65.

For all systems only the manual transcriptions for the audio
training data were used for training the language models. To give
an idea of the available data for Kazakh the number of words are:
FLP 290.9K; LLP 71.2K; VLLP 25.5K; and ALP 8.8K. For all ex-
periments in this section, manual segmentation of the test data was
used. This allows the impact of the quantity of data and lexicon to
be assessed without having to consider changes in the segmentation.

4.2. Full Language Pack Systems

Language ID System WER (%)
tg +cn cnc

Kurmanji 205 Phonetic 67.6 65.8 64.1Kurdish Graphemic 67.0 65.3

Tok Pisin 207 Phonetic 41.8 40.6 39.4Graphemic 42.1 41.1

Cebuano 301 Phonetic 55.5 54.0 52.6Graphemic 55.5 54.2

Kazakh 302 Phonetic 54.9 53.5 51.5Graphemic 54.0 52.7

Telugu 303 Phonetic 70.6 69.1 67.5Graphemic 70.9 69.5

Lithuanian 304 Phonetic 51.5 50.2 48.3Graphemic 50.9 49.5

Table 4: Babel FLP Tandem-SAT Performance

To give an idea of relative performance when all available data
is used, FLP graphemic and phonetic systems were built for all six
Babel languages. The results for these are shown in Table 4. For
all languages the graphemic and phonetic systems yield compara-
ble performance. It is clear that some languages, such as Kurmanji
Kurdish and Telugu are the hardest, with Tok Pisin (a Creole lan-
guage) being the easiest. As expected combining the phonetic and
graphemic systems together yields consistent performance gains of
1.2% to 1.6% absolute over the best individual systems.

For the Levantine Arabic CTS task no phonetic lexicon was
available. However as Arabic uses an Abjab writing form, all conso-

4Though performance gains were obtained using FBANK features over
PLP, these gains disappeared when pitch features were added in initial exper-
iments.

IARPA Babel, 40h acoustic training data per language,
monolingual training; cnc is confusion network combination,
combining the grapheme- and phone-based systems
Gales et al (2015)
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Very large multilingual models

Very recent systems are trained on massively multilingual
speech data

Eg. OpenAI’s Whisper is trained on 680,000 hours from a set
of 97 languages

117,000 hours of non-English speech data

Output is a universal grapheme set

Whisper also integrates language detection and speech
translation
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Speech recognition systems for low-resource languages

Morph-based language modeling

Transferring data between acoustic models based on
multilingual hidden representations

Grapheme-based pronunciation lexica

Massively multilingual models

Ongoing work:

“Zero-resource” ASR (no transcribed speech data at all)

Languages without written forms

Much active research in this area (including at Edinburgh)
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Bottom-up approaches (1)

Bayesian Gaussian mixture model

fe(·)
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Embeddings xi = fe(yt1:t2)

Acoustic frames y1:M

p(xi|h�)

fe(·) fe(·)

fa(·)fa(·) fa(·)

Speech waveform

Figure 1: The large-vocabulary segmental Bayesian model. Dashed lines indicate where word boundaries are allowed according to syllable
boundary detection. Function fa is a frame-level feature extractor, while fe maps a variable number of frames to a single embedding vector.

in the D-dimensional embedding space (top of figure). Effec-
tively, if word boundaries are known, this is simply a clustering
model, with every cluster (mixture component) of the GMM
corresponding to a discovered word type.

Initially, however, we do not know where words start and end
in the stream of features. But if we have a GMM acoustic model,
we can use this model to segment an utterance by choosing word
boundaries that yield segments (acoustic word embeddings) that
have high probability under the acoustic model. Our full system
therefore initializes word boundaries at random, extracts word
embeddings, clusters them using the Bayesian GMM, and then
iteratively re-analyzes each utterance (jointly re-segmenting it
and re-clustering the segments) based on the current acoustic
model. The result is a complete segmentation of the input speech
and a prediction of the component to which every word segment
belongs. The model is implemented as a single blocked Gibbs
sampler, and exact details are given next.

3.1. Segmental Bayesian modelling

Given the embedded word vectors X = {xi}N
i=1 from the cur-

rent segmentation hypothesis, the acoustic model needs to assign
each acoustic word embedding xi to one of K clusters, with
each cluster corresponding to a hypothesized word type. We use
a Bayesian GMM as acoustic model, with a conjugate Dirich-
let prior over its mixture weights ⇡ and a conjugate diagonal-
covariance Gaussian prior over its component means {µk}K

k=1,
which allows us to integrate out these parameters. The model,
illustrated in Figure 2, is formally defined as:

⇡ ⇠ Dir (a/K1) (1)
zi ⇠ ⇡ (2)

µk ⇠ N (µ0,�
2
0I) (3)

xi ⇠ N (µzi
,�2I) (4)

Latent variable zi indicates the component to which xi is as-
signed. All K components share the same fixed covariance
matrix �2I. The hyperparameters of the mixture components
are denoted together as � = (µ0,�

2
0 ,�2). These hyperparam-

eters could potentially be learned themselves, but here we set
them by hand based on previous studies, as described in Sec-
tion 4.3.

xi

zi

⇡k

K

K

N

µ0,�
2
0

µk

�2

a

Figure 2: The graphical model of the Bayesian Gaussian mixture
model with fixed spherical covariance used as acoustic model.

Given X , we infer the component assignments z =
(z1, z2, . . . , zN ) using a collapsed Gibbs sampler [51]. This
is done in turn for each zi conditioned on all the other current
component assignments [28]:

P (zi = k|z\i, X ; a,�) / P (zi = k|z\i; a)p(xi|Xk\i;�) (5)

where z\i is all latent component assignments excluding zi and
Xk\i is the set of embedding vectors assigned to component k
apart from xi. The first term in (5) can be calculated as:

P (zi = k|z\i; a) =
Nk\i + a/K

N + a � 1
(6)

where Nk\i is the number of embedding vectors from mix-
ture component k without taking xi into account [52, p. 843].
This term can be interpreted as a discounted unigram language
modelling probability. The term p(xi|Xk\i;�) in (5) is the pos-
terior predictive of xi, which (because of the conjugate prior)
is a spherical covariance Gaussian distribution with analytic
expressions for its mean and covariance parameters [53]; these
expressions are given in Appendix A. Intuitively, component
assignment sampling in (5) is therefore based on a combination
of language model and acoustic scores.

Above we described clustering given the current segmenta-
tion. But segmentation and clustering are performed jointly: for
the utterance under consideration, a segmentation is sampled

4

Kamper et al, 2017
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Bottom-up approaches (2)

Unlabeled speech audio

Unlabeled text

wav2vec 2.0

Step 1: Get speech 
representations

Step 2: k-means clustering 
of each time-step

Step 3: Segment into 
phonemic units

Step 6: Phonemize
p1

Generator

Step 5: Generate 
phoneme sequence

p2 p3 p4

Discriminator

real or fake

Step 7: GAN training

Step 4: Build segment 
representations

Figure 1: Illustration of wav2vec Unsupervised: we learn self-supervised representations with
wav2vec 2.0 on unlabeled speech audio (Step 1), identify clusters in the representations with k-means
(Step 2) to segment the audio (Step 3). Next, we build segment representations by mean pooling the
wav2vec 2.0 representations, performing PCA and a second mean pooling step between adjacent
segments (Step 4). This is input to the generator which outputs a phoneme sequence (Step 5) fed to
the discriminator, similar to phonemized unlabeled text (Step 6), for adversarial training (Step 7).

quality of the audio representations is key to the success of unsupervised speech recognition. Similar
to Liu et al. [2018] and Chen et al. [2019], we learn a mapping between segments and phonemes
using adversarial training but different to their work, we also enable the algorithm to label segments
as silences. We also introduce an unsupervised cross-validation metric to enable model development
without labeled development data. Our unsupervised speech recognition model, the generator, is very
lightweight: it consists of a single temporal convolution comprising only about 90k parameters to
which we input frozen wav2vec 2.0 representations.

Experimental results demonstrate the viability of the framework for a variety of settings and languages.
wav2vec-U improves the phone error rate (PER) on the small-scale TIMIT benchmark from 26.1
to 11.3 compared to the next best known unsupervised approach. To get a better sense of the
performance compared to the best supervised methods, we measure performance on the larger
Librispeech benchmark where our method achieves word error rate (WER) 5.9 on test-other. We also
evaluate on six other European languages of the multilingual Librispeech benchmark [Pratap et al.,
2020] and on three non-European low-resource languages.

2 Speech and Text Representations

Next, we describe how we build suitable speech and text representations for unsupervised learning.
Good representations are essential to learning a mapping from speech to text without supervision.

2.1 Self-supervised Learning of Speech Audio Representations

In the first step, we learn representations of the speech audio signal using self-supervised learning.
There has been a lot of recent work in this direction which has shown strong performance in extremely
low-labeled data setups across a range of languages [Conneau et al., 2020] and tasks [Fan et al., 2021,
Pepino et al., 2021, Wang et al., 2021].

Wav2vec 2.0 consists of a convolutional feature encoder f : X 7! Z that maps a raw audio
sequence X to latent speech representations z1, . . . , zT , which a Transformer g : Z 7! C then turns
into context representations c1, . . . , cT [Baevski et al., 2020b,a]. Each zt represents about 25ms of
audio strided by 20ms and the Transformer architecture follows BERT [Vaswani et al., 2017, Devlin
et al., 2019]. During training, latent representations are discretized to q1, . . . , qT with a quantization

2

Baevski et al, 2021
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Top-down approaches

Use a multilingual phone set

Need a pronunciation model to map from words/graphemes to
phones for each new language

P(X |W ) = P(X |Q)︸ ︷︷ ︸
Language
universal

× P(Q|W )︸ ︷︷ ︸
Learn for

each language

× P(W )︸ ︷︷ ︸
Train as
normal

Obtain pronunciation model in an unsupervised manner:

Universal grapheme-to-phoneme model with a phylogenetic
tree to associate closely-related languages (Li et al, 2022)
Learn the mapping using a “decipherment” approach (Klejch
et al, 2022)
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Decipherment: full pipeline
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