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Abstract

We are investigating machine learning methods for
robust and effective dialogue management policies.
In the TALK project (an EU FP6 project), we
have developed a novel combination of reinforcement
learning and supervised learning, which allows us to
learn an entire dialogue policy from a fixed corpus
of human-machine dialogues. We have also devel-
oped user simulations for use in automatic evalua-
tion and optimization of policies. Experiments with
human users have demonstrated the advantages of
the learned policy over state-of-the-art hand-coded
policies (+14.4% average reward). In a new EP-
SRC project, “End-to-end Integrated Statisti-
cal Processing for Context-Aware Dialogue
Systems”, we will extend this work by develop-
ing tractable and effective techniques for the inte-
grated treatment of uncertainty in context-aware di-
alogue systems, for example using Partially Observ-
able MDPs.

Motivation

Dialogue systems are gaining increased commercial
and social importance, but current dialogue systems
use hand-coded dialogue management policies, with
the resulting development costs and lack of robust-
ness. One promising approach is to use statisti-
cal machine learning, but previous work on dialogue
has not identified tractable and effective methods for
learning complex dialogue strategies with large state
spaces.
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The EU FP6 project, “TALK: Talk and Look,
Tools for Ambient Linguistic Knowledge”:

o Reinforcement Learning for dialogue management
o Context-sensitive speech recognition

e Multilingual and multimodal development tools
e Reconfigurable dialogue systems using ontologies

Learning Strategies

Using reinforcement learning to learn dialogue man-

agement policies: [3]:

e Previous work has focused on small state spaces
and small sets of actions.

e We address learning to choose between a relatively
large number of dialogue actions (70), with a very
large state space (over 1087 states are theoretically
possible).

e We use linear function approximation to handle the
large state space.

e We propose a “hybrid learning” method to search
through the huge space of possible policies despite
having only a limited corpus of dialogues (697 dia-
logues in our experiments).

COMMUNICATOR Corpus

We extended the annotation of the 2001 COMMUNI-
CATOR corpus of human-machine dialogues. We au-
tomatically annotated this corpus with a very rich
representation of dialogue state [2]. These com-
plex representations pose computational problems
for traditional reinforcement learning methods, but
by overcoming these problems we have gained a very
powerful paradigm for learning dialogue strategies.

Speaker: user

Asr Input: october three first late morning

Speech Act: [provide_info]

Task: [depart_time]

Filled Slot: [depart_time]

Filled Slot Value: [late morning]

Confirmed Slot: [destin_city]

Filled Slot History: [origin_city], [destin_city], [depart_time]
Confirmed Slot History: [ ], [origin_city], [destin_city]

Evaluations

We first tested our “hybrid learning” model using
simulated dialogues [1]:

e Trained the hybrid model on annotated dialogues
from the COMMUNICATOR corpus.

o Trained user simulations on the user actions of the
annotated COMMUNICATOR corpus, using super-
vised learning.

e Ran the hybrid system model against the user sim-
ulations to produce simulated dialogues.

e Scored the simulated dialogues using a combina-
tion of task completion and dialogue length.

System total |filled | confirmed | length
score | slots slots  |penalty
hybrid RL/SL 140.3] 88.0 70.0| -17.7
pure SL 138.3) 89.2 69.1] -20.0
all COMMUNICATOR [127.1} 84.5 63.9] -21.3
pure RL 34.9] 56.9 8.3 -31.3
Figure 1: Average scores after the first flight offer
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Figure 2: The TALK TownlInfo System

We then tested the hybrid learning model with real

users [4]:

e Ported the trained hybrid model to the tourist in-
formation domain (figure 2).

e Compared against a hand-coded baseline system,
and another learned model developed at Cam-
bridge University.

e Ran controlled experiments with human users.

Policy Percieved task|User |System | Reward
completion |pref.| turns
hybrid RL/SL 81.8% 2.67| 11.6 74.9

hand-coded 67.6% 2.75| 14.9 | 60.5
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End-to-end Modeling of

Uncertainty

A new EPSRC project, starting January 2007,

“End-to-end Integrated Statistical Processing

for Context-Aware Dialogue Systems”:

o Uncertainty pervades every module of a dialogue
system, resulting in uncertainty about the state of
the dialogue.

e Pursuing every possible hypothesis is not
tractable.

e We will combine:

—the compact representations of uncertainty devel-
oped within approaches to dialogue managment
—with n-best lists to allow for arbitrary disjunc-

tions between classes of hypotheses.
Higher-level modules constrain hypotheses
from lower-level modules
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