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Abstract

Toponym resolution (TR) is the task of mapping the name of a location to a spatial representation of the
location referred to, such as the centroid of the location, given as latitude/longitude. While a number of
systems for automating the task have been described in the literature, to date no comparative evaluation
study has existed, mainly for lack of a standard benchmark (i.e., gazetteer and evaluation corpus).
On the basis of a benchmark methodology and dataset, we present the first systematic account of the
utility of different heuristics for the toponym resolution task, based on experimental comparison on
two novel, large-scale gold-standard corpora. Each heuristic’s utility is evaluated in isolation, and in
addition, two previously reported complex methods are replicated in full.

Keywords : Toponym resolution, natural language processing, information extraction (IE), spatial ground-
ing, geo-coding, Named-Entity Recognition (NERC).
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1 Introduction

A recent strategic assessment by the U.S. government has identified bio-technology, geo-spatial tech-
nology and nano-computing (the triad “bio, geo, nano” for short) as the three key technology growth
areas in the first decades of the 21st century. Geographic Information Systems (GIS) have existed for a
long time, but until recently they have lived in a secluded world of their own. Now that the Internet has
become pervasive, spatial enabling of Web content is becoming more important.

This paper deals with the automatic mapping from the name of a place in textual form (a toponym)
to a formal representation of the extension of the location refered to, such as a polygon or centroid given
as latitude/longitude (toponym resolution). Consider the following example:1

(1) The 1666 London fire was one of the country’s
most tragic accidents in history.
; London > England > United Kingdom

(lat./long.: 〈51.52; -0.10〉)
(2) The recent fire in London alarmed policy

makers from Montreal to Inuvik.
; London > Ontario > Canada

(lat./long.: 〈42.97; -81.24〉)
In (1), London refers to the British capital, as is either known by native speakers or can be infered from
the discourse context in which the example occurs. The London in (2), on the other hand, refers to a
place in Canada. Most people might not realise the degree of toponym ambiguity until they end up in
the “wrong one” of the 42 Londons, dozens of Berlins, Aberdeens, Sheffields or more than 1,500 Santa
Anas on earth. Toponym resolution as a computational task bears some resemblance to Word Sense
Disambiguation (WSD) in that automating it comprises a look-up step to retrieve candidate referents
(WSD: senses), and a second step that chooses the most likely candidate. As the natural world is per-
ceived in terms of space and time, toponym resolution is the natural counterpart of time resolution. But
whereas for WSD and time resolution, standard markup languages, corpora, and shared evaluation ex-
ercises have been developed (Edmonds and Kilgarriff (2003); Setzer (2001)), for toponym resolution
comparable benchmarking resources have only recently become available (Leidner (2004, 2006)).

1.1 Motivation

Automatic processing of text with the aim of utilizing geographic knowledge contained in it was at-
tempted already more than a decade ago (Woodruff and Plaunt (1994)). However, a systematic under-
standing of the factors contributing to its success (or failure), or comparative empirical evaluations have
not been accomplished. Consequently, many have criticized unprincipled system building (Woodruff
and Plaunt (1994); Clough and Sanderson (2004); Martins et al. (2005)), and have pointed out the lack
of evaluation efforts. A series of workshops on processing geographic references (starting with Kornai
and Sundheim (2003)) has brought together the diverse community, which has helped to intensify the
discussion, and several groups have called for proposals for an international evaluation along the lines
of MUC (Sundheim (1992)) or the CoNLL “shared task” (Tjong Kim Sang and De Meulder (2003))
in the area of named entity tagging (NERC). However, to date no such effort has materialized. As a
consequence of this, some production systems presently have to rely on interactive (i.e. manual rather
than automatic) resolution (Densham and Reid (2003)) to ensure good quality after the (automatic) to-
ponym recognition step. Only when the factors contributing to success in toponym resolution are well
understood will we be able to build systems to automate the task with very high accuracy.

1read “;” as “resolves to”
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We attempt to solve this problem. To this end, we introduce a systematic methodology for toponym
resolution evaluation and present empirical results based on applying our methodology.

1.2 Contributions

Our main contributions are the following:
• a first systematic analysis of heuristics and knowledge sources used for TR in the past, derived

from an extensive analysis of the literature, which is scattered across the fields of natural language
processing, information retrieval and GIS;

• the first quantitative account of the relative utility of different heuristics for the toponym resolution
task, based on empirical evaluation using two large-scale gold-standard news corpora, one global
in focus (TR-CoNLL), one regional (TR-MUC4);

• the first large-scale comparative evaluation (on more than 1,000 documents) benchmarking two
previously reported complex methods, which we replicated in full on newspaper prose and evalu-
ated on the same datasets (test corpora and gazetteer);

• TextGIS R©, a robust software platform for toponym resolution experimentation, which allows rapid
(re-)implementation and evaluation of methods;

1.3 Report Outline

The remaining sections of this report are organized as follows: Section 2 introduces our methodology
and presents an analysis previously reported methods with respect to heuristics and knowledge sources
used. Section 4 describes the gazetteer and the two evaluation corpora used in our experiments. Section
3 describes two methods that we replicated in full and the TextGIS R© software platform that forms the
basis for the implementation and evaluation experiments. Section 5 presents our evaluation results and
Section 7 summarizes our findings and outlines future work.
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H0 (Resolve unambiguous)
H1 “Contained-in” qualifier following
H2 Superordinate mention
H3 Largest population
H4 One referent per discourse
H5 Geometric minimality
H6 Singleton capitals
H7 Ignore small places
H8 Focus on geographic area
H9 Dist. to unambiguous text neighbors
H10 Discard off-threshold
H11 Frequency weighting
H12 Prefer higher-level referents
H13 Feature type disambiguator
H14 Textual-Spatial Correlation
H15 Default Referent

Table 1: Collected Inventory of Heuristics (Heuristics in Bold are Evaluated in this Paper).

2 Methodology

In order to achieve a better understanding of the factors contributing to performance in toponym resolu-
tion, we pursue the following methodology:

1. Analysis of the existing research literature:
- (re-)construct pseudo-code in unified notation (Section 3);
- extract inventory of heuristics and other evidence sources (this section);

2. Implementation of a software platform for experimentation (Section 3.3);

3. Procurement and/or curation of a re-usable evaluation dataset (comprising a reference gazetteer
and benchmark corpora) (Section 4);

4. Empirical evaluation (Section 5) of:
- the relative utility of heuristics;
- complete replicated systems.

Table 1 shows the inventory of types of evidence proposed or used for TR over the last decade. For
example, H1 stands for the use of local context patterns: London, UK contains two toponyms that
match a regular pattern like “X, Y” or “X ( Y )”), and there is a candidate referent for X that is
contained in (meronymy) a candidate referent for Y. When analyzing the distribution of heuristics (Ta-
ble 2), our first finding is that there is no concensus about what knowledge contributes most to the task
(with the exception of H1, which is applied almost universally). The reason for this somewhat unprinci-
pled system development is of course the absence of a standard benchmark discussed earlier. However,
implementing heuristics whose utility we do not know leads to a potential waste of resources.
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Paper/Heuristic H1 H2 H3 H4 H5 H6 H7 H8 H9 H10 H11 H12 H13 H14 H15

Hauptmann and Olligschlaeger (1999) n n n
Smith and Crane (2001) n n n n n
Leidner et al. (2003) n n n n
Li et al. (2003) n n n n n n n
Rauch et al. (2003) n n n n
Schilder et al. (2004) n n n n
Pouliquen et al. (2004) n n n n n
Amitay et al. (2004) n n n n
Garbin and Mani (2005) n n n

Table 2: Distribution of TR Heuristics in the Published Literature.

3 Toponym Resolution Methods

We describe two methods that we have replicated in full, and the TextGIS R© software platform which our
implementation is based on.

3.1 PERSEUS – Focus & sliding window

Smith and Crane’s method in the PERSEUS digital library system (Smith and Crane (2001)) works
as follows (cf. Algorithm 1 for a pseudo-code re-construction). First a bitmap representing the globe
is populated with all referents for all mentioned toponyms in a document, weighted by frequency of
mention. Then the geometric centroid of all potential referents is computed, and all candidates with a
distance greater than two standard deviations from it are discarded. After this pruning, the centroid is up-
dated. Then for each toponym instance in the document, a sliding window containing four toponyms—
unambiguous or previously uniquely resolved—to the left and to the right, is constructed. For each refer-
ent, a score based on the spatial distance to other resolved toponyms in the context window, the distance
to the document centroid, and its relative importance is computed. Relative importance is determined
using an order of feature types (country interpretations carry more weight than city interpretations).
Finally, the candidate with the highest score is selected.

3.2 LSW03 – Two minimality heuristics

Leidner et al. propose a method—here called LSW03 for short—based on minimality heuristics (Gar-
dent and Webber (2001)), which combines two interpretational biases (Leidner et al. (2003)):

• H4: “Assume One Referent per Discourse”, the pragmatic version of Yarowsky’s principle (Gale
et al. (1992)), which postulates that a resolved toponym propagates its interpretation to other in-
stances of the same toponym in the same discourse or discourse segment:

. . . London
1

. . . London
2

, UK . . . London
3

. . .

⇒ 1 ≡ 2 ≡ 3 ; London > England > UK; and

• H5: “Assume Spatial Minimality” Leidner et al. (2003), which postulates that the interpretation
that (in the absence of explicit evidence to the contrary) minimizes the bounding polygon that
contains all candidate referents be selected:
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Algorithm 1 Smith and Crane (2001): Centroid-Based Toponym Resolution (PERSEUS).
1: [Initialize + H0.]
2: resolve trivial (unambiguous) toponyms
3: [“Contained-in” qualifier following (H1).]
4: match patterns that resolve some toponyms based on local context (e.g. Oxford, England, UK)
5: let M be a 2-dimensional, 1◦-resolution map [±180;±90]
6: for all possible toponyms t in a document do
7: for all possible referents tr of t do
8: store f req(t) in M at coordinates for tr
9: end for

10: end for
11: [Centroid and pruning (H10).]
12: compute the centroid c of weighted map M
13: calculate standard deviation σ from c
14: for each point associated with any tr in M do
15: Discard all points that are more than 2σ away from c
16: end for
17: [Centroid re-computation.]
18: re-compute centroid c
19: [Sliding window.]
20: for each toponym instance t in document do
21: construct a context window w with ±4 unambiguous or uniquely resolved toponym to the left and to the

right of t.
22: for each candidate referent tr of t do
23: [Scoring (H9,11,12).]
24: compute candidate score s(tr) based on:

– proximity to other toponyms in w,
– proximity to c, and
– relative salience
(i.e. s(Spain) > s(Madrid))

25: end for
26: pick as referent un-discarded candidate

t∗r = argmaxtr s(tr) unless s < θ

27: end for
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{ Paris; Gennevillier; Versailles }
⇒ Paris ; Paris > France

{ Bonham; Paris; Windom }
⇒ Paris ; Paris > TX > USA

Algorithm 2 gives the pseudo-code for the method.2

Algorithm 2 Leidner et al. (2003): Minimality-Based Toponym Resolution (LSW03).
1: [Initialize + H0.]
2: resolve trivial (unambiguous) toponyms
3: let S be the cross-product of all candidate referents for each of the N toponyms in a document
4: [“Country” (H12).]
5: for each toponym t do
6: if ti has a country interpretation then
7: pick the country interpretation
8: end if
9: end for

10: [“Contained-in” qualifier following (H1).]
11: match patterns that resolve some toponyms based on local context (e.g. Oxford, England, UK)
12: [“One-referent-per-discourse” (H4).]
13: for each toponym t do
14: if t appears resolved elsewhere then
15: Propagate the resolvent to all unresolved instances
16: end if
17: end for
18: [Search.]
19: for each N-tuple C ∈ S do
20: [Scoring.]
21: create MBR HC that contains all centroids in tuple C
22: compute area A(HC)
23: end for
24: [Spatial minimality (H5).]
25: pick candidate tuple C∗ with minimal MBR area:

C∗ = argminC A(HC) as referents

3.3 Implementation: TextGIS R© platform

To re-implement the aforementioned algorithms, we designed a robust and flexible software platform
for experimentation with toponym resolution methods and for building applications. Figure 1 shows the
system architecture of the resulting TextGIS R© platform for geo-spatial text mining. An Infrastructure
Layer provides access to functionality for database access, mapping, named entity tagging and some
generic tools (generic API). An Interface Layer provides a useful abstraction over details of the rep-
resentation of data and linguistic markup. It also offers access to non-linguistic knowledge such as
population information. The Resolution Strategy Layer provides a repertoire of pre-defined resolution
strategies, including those compared in this paper. Finally, an Application Layer offers tools to perform
conversion to RDF, XHTML with links to satellite images, and performance evaluation.

2 For this evaluation, we use a Minimum Bounding Rectangle (MBR) approximation (Leidner et al., 2003, Footnote 8, p.
33).
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}

}

}

}

RAND 1REF LSW03PERSEUS

TextGIS API

TR2RDF TR2XHTML ... TREVAL

Infrastructure Layer

Interface Layer

Resolution Strategy

Application Layer

Layer

APIRDBMS Mapping NERC
I/O + Tool

Figure 1: System Architecture of the TextGIS R© platform.

4 Dataset

We now characterize the toponym resolution evaluation dataset presented in Leidner (2006), which
was supplemented with another corpus for the evaluation described in this report. The aforementioned
dataset comprises:

• a large-coverage, short-form reference gazetteer with global (earth-wide) focus to look up all
candidate referents for each toponym (e.g. London). These are represented as hierarchical path
(London > England > United Kingdom) and decimal latitude/longitude of the location
centroids (e.g. lat./long.: 〈51.52; -0.10〉). This gazetteer, compiled from USGS, USNGA and
USCIA sources, has ≈7.1 million entries.

• a gold-standard corpus (TR-CoNLL), nearly 1,000 news articles from CoNLL (Tjong Kim Sang
and De Meulder (2003)) with the correct referents annotated by humans. This corpus was sampled
from a well-known source, REUTERS RCV1 (Lewis et al. (2004)), and covers news prose all over
the globe.

However, we were also interested in studying the robustness of TR methods by comparing news of
varying difficulty. We conjectured that the TR-CoNLL corpus, as global news, would be simpler to
deal with than more regional news items. Consequently, we created created a second corpus (TR-
MUC4) by taking 100 MUC-4 documents (Sundheim (1992)), whose focus is on Central America,
and annotating them in a way compatible with the aforementioned corpus (Table 3 compares the two
corpora).3 Note that the human inter-annotator agreement is remarkably lower for TR-MUC4 than for
TR-CoNLL. This is caused by the mention of small Central American villages that the annotators had
difficulty disambiguating, despite the fact that they were aided with an Internet search engine to retrieve
additional information where necessary.

3 This annotation effort was financially supported by MetaCarta Inc., whose contribution is gratefully acknowledged.
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TR-CoNLL TR-MUC4
Corpus size (in tokens) 204,566 30,051
Number of documents 946 100
Toponym instances 6,980 278
Unique toponyms 1,299 135
Annotator agreement κ 0.9350 0.7840
Human annotators employed 4 2

Table 3: Evaluation Corpus Profiles.

5 Evaluation

5.1 Metrics

We now present how some traditional performance metrics can be re-cast and used for measuring the
quality of a toponym resolution method.
An instance of London, after having been identified by the NERC stage (or by an oracle as in this study)
as being a toponym4, is either found in the gazetteer or not, resulting in 0...n readings. If the number of
candidate referents is 0 (due to incomplete coverage of the gazetteer), the toponym remains unresolved.
Otherwise, a mapping to coordinates is attempted, which can either be correct (coordinates represent the
intended referent of the toponym) or incorrect (coordinates do not represent the intended referent of the
toponym). We can thus use standard Precision P:

P =
#toponyms resolved∧ correct

#toponyms resolved
(1)

Unlike in part-of-speech tagging or text categorization, where the number of categories is small (typ-
ically 20-50 tags or document topics), in real-world toponym resolution it is not uncommon for the
number of candidate referents (labels, tags) to exceed the the length of the whole document measured in
tokens. In addition, the categories (referents) are not shared across toponyms. Metaphorically speaking,
each toponym type comes with its very own tag-set, which may be bigger than the corpus itself. In this
preliminary evaluation, we work with Coverage and define a combined Toponym Score T , (similar to
F-Score) by relating Precision P to Coverage C using the geometric mean:

Tα =
1

α
1
P +(1−α) 1

C

(2)

C =
#toponyms resolved

#total number of toponyms
(3)

We report Tα=0.5, which gives equal weight to Precision and Coverage.

5.2 Results

Table 4 shows the TR component evaluation results for the two corpora. The lines give the performance
results for a random baseline (RAND), a naı̈ve strategy that only (trivially) resolves non-ambiguous
toponyms (1REF), six heuristics from Table 1, and the two complete systems.
Utility of Heuristics. The random baseline has 100% Coverage as it always makes a choice, but its
Precision is of course low. 1REF, since is resolves only trivial toponyms, has a Precision of 1; more
interestingly, the YAROWSKY assumption also holds for 100% of cases in both corpora. The Precision
of the “maximum population” heuristics is high, but its Coverage limits its usefulness (lack of available

4 Since we rely on two corpora that have gold-standard named entity recognition we control for NERC errors.
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TR-CoNLL (gold NERC) P C Tα=0.5

RAND 0.2982 1.0000 0.3929
H0 (1REF) 1.0000 0.1179 0.2110
H0+1 (LOCAL) 0.9382 0.1305 0.2292
H0+2 (SUPER) 0.3120 0.0744 0.1202
H0+3 (MAXPOP) 0.6463 0.2032 0.3093
H0+4 (MINIMALITY) 0.6290 0.2324 0.3394
H0+5 (YAROWSKY) 1.0000 0.1179 0.2110
H0+12 (COUNTRY) 0.3264 0.3076 0.3167
H0+1,9−12 (PERSEUS) 0.3228 0.3663 0.3431
H0+1,4+5,12 (LSW03) 0.3679 0.6644 0.4736

TR-MUC4 (gold NERC) P C Tα=0.5

RAND 0.2440 1.0000 0.3923
H0 (1REF) 1.0000 0.1295 0.2293
H0+1 (LOCAL) 0.8409 0.1365 0.2349
H0+2 (SUPER) 0.3922 0.0810 0.1342
H0+3 (MAXPOP) 0.6601 0.4469 0.5330
H0+4 (MINIMALITY) 0.4194 0.2524 0.3152
H0+5 (YAROWSKY) 1.0000 0.1295 0.2292
H0+12 (COUNTRY) 0.6182 0.2881 0.3931
H0+1,9−12 (PERSEUS) 0.6195 0.2979 0.4023
H0+1,4+5 (LSW03) 0.3971 0.5460 0.4598

Table 4: Micro-Averaged Evaluation Results for TR-CoNLL (Top) and TR-MUC4 (Bottom).

population data). However, even the fact that population data may only be available for one of our
25 referents can be a salience indicator for the one referent. “superordinate mention” has the poorest
Coverage. The Spatial Minimality Heuristic on its own has a surprisingly high Precision.
Performance of Systems. Both systems perform at low Precision; LSW03 scores higher overall in Tα,
not so much because of its slightly higher Precision, but because its Coverage exceeds PERSEUS by a
factor of almost two.
Robustness. We are surprised that the country heuristic is stronger on TR-MUC4 than on TR-CoNLL, as
intuitively speaking, Spain is more likely to always refer to the country in global news than in a regional
news. On the (harder) TR-MUC, system performance changes dramatically: PERSEUS doubles its
Precision compared to its own performance on TR-CoNLL, and scores one third higher than LSW03,
which still has much higher Coverage.
Discussion. The performance of both methods still leaves open much room for improvement, as our
evaluation on world-scale scope shows. It would be interesting to combine the two methods implemented
so as to inherit from LSW03 high robustness and high Coverage properties and from PERSEUS its
superior Precision on regional data, respectively. Also, methods could be applied selectively taking into
account the nature of the data (global versus regional).
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6 Related Work

After reporting on a pioneering GIR (Geographic IR) system for California, Woodruff and Plaunt con-
clude that “although benchmarking is a daunting task, evaluation [of toponym resolution] is extremely
significant. Consequently, future work should include the development of a benchmark.” (Woodruff and
Plaunt (1994)). However, in the subsequent decade, no such benchmark materialized. Consequently,
Smith and Mann used pseudo-disambiguation instead of a realistic evaluation corpus (Smith and Mann
(2003)); they report an accuracy of 87% on the artificial task of using a Naı̈ve Bayes Classifier to recover
deleted local disambiguation cues such as “MA” in “Springfield, MA”. While this yields some insights
into the task difficulty, evaluating a toponym resolver in a realistic scenario is arguably more important.
Rauch et al. present MetaCarta Inc.’s Geographic Text Search (GTS ), an industrial-strength GIR system
capable of toponym resolution, search and mapping (Rauch et al. (2003)). Unfortunately, no evaluation
has been published to date. Li et al. describe Cymfony Inc.’s InfoXtract, another commercial system,
which is based on minimum spanning tree graph search (Li et al. (2003)). They evaluate their system, on
49 Web pages, containing just 180 toponyms in total. Amitay et al. evaluate their system Web-a-Where
for the spatial processing of Web pages (Amitay et al. (2004)) on three Web collections of 2k toponyms
each and report 2.9% to 3.7% toponym resolution error rate. However, their evaluation is done a poste-
riori, by judging system output, rather than a priori, by curating an evaluation corpus with well-known
inter-annotator agreement. It is not clear to what extent this methodology adversely affects the results,
beyond limiting re-usability. Furthermore, while certainly an interesting application area, Web pages
are different in nature from newspaper prose. Garbin and Mani present some interesting weakly super-
vised learning experiments, inducing decision lists for toponym type disambiguation (Garbin and Mani
(2005)), but unlike our experiments using a U.S.-only gazetteer. For the German language, Schilder et
al. present a toponym resolver (Schilder et al. (2004)), which is evaluated, but on just 12 newspaper ar-
ticles (they report a resolution Accuracy of 64%). Unfortunately, besides being for a different language,
the articles are not available, and the gazetteer used is smaller by a factor of 1,000 than the one used
in this paper. Pouliquen et al. describe a multilingual system for processing geographic names in text
documents and look at its named entity recognition capabilities in 8 languages. However, its toponym
resolution performance remains un-assessed (Pouliquen et al. (2004)).
To sum up, despite the widely recognized importance of geographic text processing, we do not know
of any other large-scale comparative evaluation of toponym resolution methods published to date. In
addition, where (mostly toy) evaluations are reported, they are not comparable due to the lack of control
for important factors such as influence of a particular gazetteer chosen, a geo-focus or due to use of a
corpus that cannot be freely shared. We have attempted to improve this situation by proposing a standard
benchmark for the task, and have provided comparative evaluation results.
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7 Summary, Conclusions and Future Work

Summary & Conclusions. We have presented a systematic analysis yielding an inventory of heuris-
tics and evidence sources previously used in various approaches to toponym resolution. Using two
novel, reusable gold-standard datasets (a gazetteers and two corpora), which we propose as a standard
benchmark for the task, we have carried out an empirical evaluation to determine the relative utility of
heuristics both individually and in combinations as used in two systems described in the literature, which
we have replicated using a new experimental software platform, TextGIS R©.

We found that LSW03 lacks Precision, but performs robustly across datasets at high Coverage levels,
whereas PERSEUS has low Precision on the less hard dataset TR-CoNLL than on the more difficult
TR-MUC4. The reason for this is that it requires a high per-document density of toponyms to be present
in order to utilize its strengths (which was only the case in TR-MUC).

To the best of our knowledge, this is both the first comparative TR evaluation and the largest experimen-
tal study of toponym resolution on news prose (as opposed to Web pages), using two corpora with over
1,000 documents in total to compare six heuristics and two complex methods across two test sets.

Future Work. In future work, we plan to evaluate more heuristics and replicate further systems to
complete our understanding of their relative performance. The scope of this study was restricted to
English news prose and a notion of toponym as populated place such as a city, state, country or continent.
Future work should include studies that use other languages, text genres other than news, and different
location types (including cultural artefacts such as airports, historic monuments etc.). By using machine
learning to induce weights for the evidence in a more principled way than by combining heuristics solely
based on human intuition, we expect to outperform the state of the art.5
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A Example Documents

A.1 TR-CoNLL Example (D25)

PRESS DIGEST - France - Le Monde Aug 22 . PARIS 1996-08-22
These are leading stories in Thursday ’s afternoon daily Le Monde , dated Aug 23 . FRONT PAGE
– Africans seeking to renew or obtain work and residence rights say Prime Minister Alain Juppe’s
proposals are insufficient as hunger strike enters 49th day in Paris church and Wednesday rally attracts
8,000 sympathisers . – FLNC Corsican nationalist movement announces end of truce after last night ’s
attacks . BUSINESS PAGES – Shutdown of Bally ’s French factories points up shoe industry crisis ,
with French manufacturers und ercut by low-wage country competition and failure to keep abreast of
trends . – Secretary general of the Sud-PTT trade union at France Telecom all the elements are in place
for social unrest in the next few weeks . – Paris Newsroom +33 1 42 21 53 81

A.2 TR-MUC4 Example (D27)

4-0017 San Salvador, 17 Sep 88 (DIARIO LATINO)
In recent military operations, Armed Forces units killed one rebel, seized 45,000 cartridges and other
war material, and destroyed an underground hideout. The terrorist died in a clash with 6th Infantry
Brigade units. The soldiers had detected an FMLN column deploying near La Arana Hill in Estanzuelas,
Usulutan Department. The 1st Infantry Brigade also reported that Libertad Battalion troops found an un-
derground warehouse near the El Castano farm in Nejapa, north of San Salvador. In the warehouse, the
brigade units found 45,000 cartridges of various calibers and a large amount of material for manufactur-
ing explosives. In addition, Atlacatl Battalion counterinsurgency units recently seized 15 fragmentation
grenades, 5 Claymore mines, 5 booby traps, 10 units of TNT, loaded cartridge clips, and 7 knapsacks
containing civilian clothing, olive-green uniforms, and communist propaganda.
[...] These items were apparently left behind by wounded rebels who managed to flee after a clash with
the battalion members at the foot of El Chino Hill in San Francisco Morazan , Chalatenango Department
. Furthermore , 2d Infantry Brigade units patrolling the zone of El Rodeo in El Congo , Santa Ana De-
partment , discovered a 200 - meter underground hideout big enough to conceal at least 250 insurgents .
The brigade units proceeded to destroy the hideout .
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