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Intro to Topic Modelling

● Motivation
● Topic = Distribution over words
● Document = Mixture of topics
● Problem definition



  



  

Models

● pLSI
● LDA
● CTM



  



  



  



  

LDA
(fitting the model)

● Initial assignment: go through each document in the corpus and 
to each word assign a random topic from the set of topics T.

● For each document  go through each word and for each topic 
calculate:
– (a) the probability of topic given the document

– (b) and the probability of the word given the topic

● reassign each word an new topic, chose the topic with 
probability (a)*(b) 

● repeat until convergence 



  

Measuring Performance

● External Tasks
● Held-out likelihood
● Humans?



  

MP and TLO

● Word Intrusion and Model Precision
● Topic Intrusion and Topic Log Odds



  



  

Results

● Model Precision



  

Results

● TLO



  

Results



  

Summary

● The use of metrics evaluating real world task 
performance

● Lower perplexity (higher likelihood) is not 
necessarily correlated to better coherence of 
topics
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