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The problem



Neural Networks!



Recursive Neural Network



Model 1: Greedy RNN

Input: x1, x2, x3, x4 

(c1, c2) :=  x1, x2 -> p = tanh(W [c1; c2 ] + b) 

s1,2 = Wscore p

Next layer: x1, x2, p(3,4) 

Final layer: p(1,(2(3,4))) p((1,2),(3,4)) 



Model 2: Context Dependent Greedy RNN



Model 3: Greedy CRNN and Category Classifier

Softmax



Model 4: Max-Margin Framework with Beam-Search

Training data: (sentence, tree) -> (xi , yi)

A(xi): set of all possible trees created from a sentence



Training

Look-up table trained on 611 million unlabeled words

Use words with more than 2 occurrences -> vocabulary of 15.942 

Make all numbers 2

100 dimensional word representation



Results: Unlabeled bracketing on WSJ



More Results

POS tagging: 93.86% accuracy 

Category (non-terminal) classification: 82%

On a 2.6GHz laptop our current matlab implementation needs 72 seconds to parse 
421 sentences of length less than 15. 



Results: Phrase Nearest Neighbours



Any Questions?


