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Introduction

Representation

Probabilistic topics Axes of a spatial

 Advantage : Each topic is individually interpretable, providing a 
probability distribution over words that picks out a coherent 
cluster of correlated terms.



Generative Models
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Hofmann

pLSI

1999; 2001

Blei et. al

LDA

2003

Griffiths and Steyvers
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Probabilistic Topic Models

LDA(Latent Dirichlet Allocation )

?

The probability density of a T dimensional Dirichlet distribution over the 
multinomial distribution 𝑝 = (𝑝1, … , 𝑝𝑇) is defined by:



Probabilistic Topic Models

Dirichlet distribution

We see that the posterior distribution again takes the form of a 
Dirichlet distribution, confirming that the Dirichlet is indeed a 
conjugate prior for the multinomial.
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Variant LDA

𝜃 𝑑 ~P(𝑧𝑖 = 𝑗)
𝜙𝑧~P 𝑤𝑖 𝑧𝑖 = 𝑗
𝛼, 𝛽~hyperparameter

Arrows indicate conditional 
dependencies between 
variables 

Plates (the boxes in the figure) 
refer to repetitions of 
sampling steps 

Variable in the lower right 
corner referring to the 
number of samples.



Interpretation

By Graph  Each axis represents the probability of 
observing a particular word type.(with W 
dimentions)

The W-1 dimensional simplex 
represents all probability distributions 
over words.

Each document and topic in the text 
collection can be represented as a point 
on the simplex

Each document that is generated by the 
model is a convex combination of the
T topics 



Interpretation

By Matrix Factorization

Feature values are non-negative and sum up to one.

Topic-word distributions are independent but not
orthogonal



Algorithm for Extracting Topics

Hofmann

EM

local maxima of the likelihood 
function

𝜃 𝑑 ~P(𝑧𝑖 = 𝑗)
𝜙𝑧~P 𝑤𝑖 𝑧𝑖 = 𝑗



Algorithm for Extracting Topics

𝜽,𝝓

Directly estimate the 
posterior distribution

Gibbs 
Sampling

Many text collections contain 
millions of word token.

The estimation of the posterior 
over z requires efficient estimation 
procedures.  

Gibbs sampling is one of the best 
choices. 



Algorithm for Extracting Topics

MCMC



Algorithm for Extracting Topics

Gibbs Sampling
topic assignment of token i to topic j

topic assignments of all other word tokens
word indices 

document indices 

word w is assigned to topic j

topic j is assigned to some word token in document d

other known or 
observed information



Algorithm for Extracting Topics

𝑐11 𝑐12 𝑐13 𝑐14 𝑐1𝑇
𝑐21 𝑐22 ⋯ 𝑐2𝑡 𝑐2𝑇
𝑐31 ⋮ ⋱ ⋮ 𝑐3𝑇
𝑐𝑤1 𝑐𝑤2 ⋯ 𝑐𝑤𝑡 𝑐𝑤𝑇
𝑐𝑊1 𝑐𝑊2 𝑐𝑊3 𝑐𝑊𝑡 𝑐𝑊𝑇

𝑐11 𝑐12 𝑐13 𝑐14 𝑐1𝑇
𝑐21 𝑐22 ⋯ 𝑐2𝑡 𝑐2𝑇
𝑐31 ⋮ ⋱ ⋮ 𝑐3𝑇
𝑐𝑑1 𝑐𝑑2 ⋯ 𝑐𝑑𝑡 𝑐𝑑𝑇
𝑐𝐷1 𝑐𝐷2 𝑐𝐷3 𝑐𝐷𝑡 𝑐𝐷𝑇

𝑃11 𝑃12 𝑃13 𝑃14 𝑃1𝑇
𝑃21 𝑃22 ⋯ 𝑃2𝑡 𝑃2𝑇
𝑃31 ⋮ ⋱ ⋮ 𝑃3𝑇
𝑃𝑤1 𝑃𝑤2 ⋯ 𝑃𝑤𝑡 𝑃𝑤𝑇
𝑃𝑊1 𝑃𝑊2 𝑃𝑊3 𝑃𝑊𝑡 𝑃𝑊𝑇

𝐶𝑊𝑇 𝐶𝐷𝑇



Algorithm for Extracting Topics
Deal with Exchangeability of topics

MCMC 1

T1 T2 T3 Tj

W2

W1

MCMC 2

T1 T2 T3 Tj

W2

W1

Statistic



Algorithm for Extracting Topics
Stability of Topics



Conclusion

Generative Models

Different representations

Improvement


