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Continuous Space Word Representations

Use of Neural Network Language Models to predict the next word given the 
previous words

◦ Recurrent Neural Networks in particular.

Training a neural network language model also provides implicitly learned word 
representations.

◦ High dimensional, real valued vectors. 

These capture meaningful syntactic and semantic regularities



Capturing Linguistic Regularities
Constant vector offsets between the learned representations of syntactically/semantically words

𝑥𝑎𝑝𝑝𝑙𝑒 − 𝑥𝑎𝑝𝑝𝑙𝑒𝑠 ≈ 𝑥𝑐𝑎𝑟 − 𝑥𝑐𝑎𝑟𝑠

𝑥𝑓𝑎𝑚𝑖𝑙𝑦 − 𝑥𝑓𝑎𝑚𝑖𝑙𝑖𝑒𝑠 ≈ 𝑥𝑐𝑎𝑟 − 𝑥𝑐𝑎𝑟𝑠

𝑥𝑏 − 𝑥𝑎 ≈ 𝑥𝑑 − 𝑥𝑐



Recurrent Neural Network Language Model

Input: “One-of-N”/”One hot” vector
Dimensionality = Vocabulary Size



Testing Regularities



Testing Syntactic Regularity
Test set of analogy questions of the 
form:

◦ “A is to B as C is to D”

Tagged 267m words of newspaper 
text from Penn Treebank POS tags.

“car is to cars as bank is to ___”



Testing Semantic Regularity
SemEval-2012 Task 2, Measuring Relation Similarity

Given a group of word pairs, order them according to the extent they capture the same 
relationship as a given reference pair

eg;

“clothing is to shirt as dish is to bowl”



Testing the Model – Vector Offset 
Method
Assume relations are present as vector offsets

Syntactic Relations

◦ 𝑦 = 𝑥𝑏 − 𝑥𝑎 + 𝑥𝑐 Vector Offset

◦ 𝑤 ∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑤
𝑥𝑤𝑦

𝑥𝑤 𝑦
Cosine Similarity

Semantic Relations
◦ Word d is given – Difference in cosine similarity between the pairs. 



Results
Syntactic Regularities
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Results
Semantic Regularities



Results
Semantic Regularities –

◦ Current state of the art results on 
SemEval 2 to contextualise the 
RNN’s performance scores. 

http://aclweb.org/aclwiki/index.php?title=SemEval-
2012_Task_2_%28State_of_the_art%29



Conclusion
◦ Word representations learnt by RNN language models generally perform well at capturing 

semantic and syntactic regularities.

◦ Generally applicable Vector Offset Method for identifying linguistic regularities in continuous 
space word representations.

◦ “Byproduct of an unsupervised maximum likelihood training criterion on a large amount of 
text data.”

◦ Further study:
◦ Further testing of the system’s robustness 

◦ Vectors can represent different linguistic regularities – what about testing performance on combinations 
such as person and number in Verbs?


