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The paper presents a system for identifying the semantic 
roles, filled by constituents of a sentence within a frame.  
When given a sentence, target word and frame, the system 
labels constituents with either abstract roles such as 
AGENT or PATIENT, or more domain-specific roles such 
as SPEAKER, MESSAGE, and TOPIC. 
 
*”A frame is a schematic representation of situations involving various 
participants, props, and other conceptual roles” 

 

Introduction 



*  Previous systems were based on domain-specific templates. 
For example: 

  ORIG_CITY, DEST_CITY, DEPART_TIME,  
PRODUCTS, RELATIONSHIP, 
JOINT_VENTURE_COMPANY or TO_AIRPORT 
*  A less specific system, such as the one proposed by Gildea 

and Jurafsky, is more efficient at generalising information 
extraction, question answering, semantic dialogue systems, 
and word-sense disambiguation. 

  
 

Previous systems  



*  The statistical algorithms were trained on a hand-
labelled dataset: the FrameNet database (Baker, 
Fillmore, and Lowe, 1998; Johnson et al., 2001).  
*  The FrameNet database defines a set of semantic roles 

called frame elements.  
*  50,000 sentences from the British National Corpus 

hand-labelled 

The System 



FrameNet Example 



Frame: Judgement 
*  [Judge She ] blames [Evaluee the Government ] [Reason for 

failing to do enough to help ] . 
*  Holman would characterise this as blaming [Evaluee the 

poor ] .  
*  The letter quotes Black as saying that [Judge white and 

Navajo ranchers ] misrepresent their livestock losses and 
blame [Reason everything ] [Evaluee on coyotes ] . 

FrameNet Example 



Hand-annotation examples 



*  Overall performance was 82.1% compared to 80.4% for 
frame-specific roles.  

Performance 



*  The system is trained by first using an automatic 
syntactic parser to analyse the training sentences. It 
matches annotated frame elements to constituents, and 
extracts various features from the string of words and 
the parse tree. 

Automatic Labelling 



*  Phrase Type 
*  Governing Category 
*  Parse Tree Path 
*  Position 
*  Voice 
*  Head Word 

The Features 



*  r indicates semantic role, pt phrase type, gov 
grammatical function, h head word, and t target word, or 
predicate. 
*  Probability distribution which, given the features, 

indicates the probability of each semantic role: 

Probability Estimation 



*  The distribution can be calculated from the training data 
using the frequency of the combination of features and 
the frequency of the combination with a certain role. 

Probability Estimation … 



*  r indicates semantic role, pt phrase type, gov 
grammatical function, h head word, and t target word, or 
predicate. 

Distributions 



Combining Methods 



where ∑𝑖↑▒λ  =  1    
 
 
 
 
 
where 𝑍 is a normalising constant for ∑𝑟↑▒P(r|constituent)  =  is a normalising constant for ∑𝑟↑▒P(r|constituent)  = 
1 
 

Examples: Linear Interpolation & 
Geometric Mean 



*  Automatic Clustering 
*  Semantic Hierarchy (WordNet) 
*  Bootstrapping 

Generalising Lexical Statistics 



*  This technique is based on the expectation that words 
with similar semantics will tend to be present alongside 
each other. This expectation was used to as a 
probabilistic model. 

Automatic Clustering 



*  When a head word that was not seen in the training 
examples is presented, the hierarchy is ascended until a 
level with data is found. 

 
Semantic Hierarchy (WordNet) 

 



*  Use the automatic labelling system to label unannotated 
data and use the imperfect result as further training data. 

 
Bootstrapping 

 



*  The differences in the coverage each method provides 
causes the results. 
*  The automatic clustering method performed the best. 
*  The bootstrapping technique made use of much less data 

than automatic clustering. 
*  The WordNet shows how difficult it can be to get broad 

coverage with hand-annotated samples but that they are 
very useful when they can be applied. 

Generalising Lexical Statistics 
Comparison 



*  Performance broken down by abstract role.  
More abstract 



*  f represents the FrameNet semantic frame. 

 
Cross-frame performance 

 



*  d represents the FrameNet semantic domain. 

Cross-frame Performance 



*  The system is able to automatically label semantic roles 
with reasonably high accuracy. 
*  After testing different methods to generalise lexical 

statistics; the coverage of automatic clustering 
outweighed its imprecision. 

 

Conclusion 



*  Automatic Labeling of Semantic Roles, Gildea and 
Jurafsky, CL (2002) 
*  FrameNet database (Baker, Fillmore, and Lowe, 1998; 

Johnson et al., 2001). 
*  Marcus, Santorini, and Marcinkiewicz (1993 
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