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Motivation

Aim is to create a model that is capable of performing well on
several NLP tasks.

Initially ignore most linguistic knowledge.

Minimise amount of pre-processing – allow the model to
create features.
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Tasks

Four tasks chosen were:

Part of Speech Tagging
Chunking
Named Entity Recognition
Semantic Role Labelling

All of these tasks can be thought of as mapping words to tags.

Benchmark systems chosen:

POS Tagging: Toutanova et al. (2003)
Chunking: Sha and Pereira (2003)
NER: Ando and Zhang (2005)
SRL: Koomen at al. (2005)
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Multi-layer Neural Networks

A multi-layer neural network can be thought of as a series of
functions.

Including non-linear layers, such as the hard tanh function,
allows more complex features to be modelled.

Trained by backpropagation.
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Feature Table

Words are converted into vectors of real numbers by the
lookup table layer.

The length of these vectors are a parameter of the model.

The values of the vector are set during training.

Features other than words can also be represented in this
manner.
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Window-based Model

The window based version of the model attempts to
determine the tag of a word based on a T word window
around the word of interest.

T is a parameter of the model.

After converting the words to a matrix of representation
vectors, the columns are concatenated.

This vector is then passed into a linear layer,

then a hard tanh layer to introduce non-linearity,

then a final linear layer, which is task-dependent, and has as
many outputs as there are tags for that task.
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Sentence-based Model

SRL needs to look at the whole sentence due to interactions
between distant words.

Slightly more complicated, as the length of sentences can vary
but the length of the representation vector needs to remain
constant.

Requires a convolutional neural network.

Since the word of interest is no longer always the one in the
centre, another feature is required to represent this.
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Sentence-based Model

After converting the words to a matrix of representation
vectors, instead of concatenating, use a convolution layer.

This convolution layer creates a number of representation
vectors by using a sliding window along the sentence.

A ‘max’ layer then selects the maximum value from each row.

This representation is then passed into the same last three
layers as for the window-based model.
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Supervised Model

Initially, both models were trained in a supervised manner.

Dictionary consisted of 100,000 most common words in WSJ.

pre-processing: lowercase, capitalisation encoded as feature,
numbers replaced with ‘NUMBER’ keyword.

This gave performance slightly worse than the benchmark
systems.
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Supervised Model

As the goal is to learn a generalizable model, it is useful to
look at the word representations.
Ideally, words with similar meanings would have similar
representations.
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Unsupervised Model

Trained language models on large amounts of unlabelled data.

The language models used the same structure as the window
based network described above.

Uses a ranking criterion to score the window.

LM1 was trained on 631 million words from Wikipedia,
pre-processing was the same, dictionary: 100,000 most
common words from WSJ.
LM2 was trained on the Wikipedia dataset, as well as 221
million words from Reuters, pre-processing was the same,
dictionary: 100,000 most common words from WSJ, and
30,000 most common words from Reuters.
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Unsupervised Model

Initialising the supervised model with the word representations
learnt by the language model improves the final word
representations.
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Summary

Aim:

Create a general purpose model for NLP tasks.
Avoid using linguistic knowledge to create features.

The model performs close to state-of-the-art for all four tasks.

Using linguistic knowledge to build extra features for the
model further improves performance.

The model is quicker and uses less memory than the
state-of-the-art systems, as it doesn’t need to calculate and
store many complex features.
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