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Language Modeling review
-Why need it: e.g. “I am going to bed” and “I am going to bad”
-What it can do: sign probability for a sentence
                                                                        n-gram:

-Category: frequence based:                         neural network based:
                - n-gram model                           - feedforward model (n-gram based)
                                                                    - recurrent neural network model



Absolute discounting smoothing:



Knersy-Ney Smoothing (KN):
-backoff the bigram”reading _” to its unigram “_”
eg. I cannot see without my reading _.
-continuation smoothing:

-continuation probability:





KenLM
Hash tables and PROBING:
-time consumption:

                                                     
-memory consumption:



Stored Arrays and TRIE:
-time consumption:

-memory consumption: 
                                    
                                                                       (13)



Experimental result consist with the hypothesis
                                      

                                                   Ref.Kenneth Heafield



Summary

The performance of KN is very close to the state of the art. 
That is due to its continuation probability calculation; The 
contribution of KenLm mainly lies in the two kinds of data 
structure: Hash Table & PROBING and Sorted Arrays & 
TRIE. All of them laid the fundamention for language 
modeling.


