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Reinforcement Learning (INF11010)

Pavlos Andreadis, March 13th 2018

Lecture 11: Eligibility Traces
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Today’s Content

● n-step Return in TD Learning

● TD(λ) prediction

– Forward view

– Backward view

● TD(λ) control

– Sarsa(λ)

– Q(λ)
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Previously...

● Return:

● 1-step TD Return:
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Now...

● Return:

● 1-step TD Return:

● 2-step TD Return:

● n-step TD Return:
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n-Step Return
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n-Step TD policy evaluation

● updates according to n rewards in the future

● will converge to correct predictions

● a theoretical tool (not particularly practical)

– so what is used in practise? → turn page → 
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Forward view of TD(λ)

● complex backup example:

● λ-return:

● whenever not enough steps ahead → full return

● λ-return algorithm uses the update:
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Forward view of TD(λ)
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Backward view of TD(λ)

Forward view:

Backward view:
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Backwards view of TD(λ)

● Incremental mechanism for approximating the forward view.

● Exact for the off-line case.

● (accumulating) eligibility trace:

● decay:

●  trace-decay parameter: 

● TD error:

● TD(λ) update:
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TD(λ) control - Sarsa(λ)
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TD(λ) control - Sarsa(λ)
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TD(λ) control - Q(λ)
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TD(λ) control - Q(λ)
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TD(λ) control - Q(λ)
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TD(λ) control - Q(λ)
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Summary

● n-step Return in TD Learning

● TD(λ) prediction

– Forward view

– Backward view

● TD(λ) control

– Sarsa(λ)

– Q(λ)
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Reading +

● Chapter 7 (7.1 to 7.3, 7.5 to 7.6, 7.9, 7.11) of Sutton and Barto 
(1st Edition) http://incompleteideas.net/book/ebook/the-book.html

● Chapter 7 (the rest) of Sutton and Barto (1st Edition)

Optional:

http://incompleteideas.net/book/ebook/the-book.html
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