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Reinforcement Learning (INF11010)

Pavlos Andreadis, February 16th 2018
                 with slides by Subramanian Ramamoorthy, 2017

Lecture 9: TD Control
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Today’s Content

● Temporal Difference Learning – Control

– Sarsa

– Q-Learning



TD	for	Control:	Learning	Q-Values	
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TD	for	Control:	Learning	Q-Values	

31/01/2017	 21	Reinforcement	Learning	



Algorithm:	SARSA	
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Windy	Gridworld	

undiscounted,	episodic,	reward	=	–1	un=l	goal	

31/01/2017	 23	Reinforcement	Learning	



Results	of	Sarsa	on	the	Windy	Gridworld	
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Q-Learning	
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Algorithm:	Q-Learning	
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Backup	Diagrams:	SARSA	and	Q-Learning	
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Cliffwalking	

ε-greedy, ε =	0.1	
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Q-Learning	vs.	SARSA	
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Summary		

•  Idea	of	Temporal	Difference	Predic=on	
•  1-step	tabular	model-free	TD	method	
•  Can	extend	to	the	GPI	approach:	
–  On-policy:	SARSA	
–  Off-policy:	Q-learning	

•  TD	methods	bootstrap	and	sample,	combining	benefits	of	DP	
and	MC	methods	
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Reading +

● Chapter 6 (6.4 to 6.5) of Sutton and Barto (1st Edition) 
http://incompleteideas.net/book/ebook/the-book.html
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