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Reinforcement Learning (INF11010)

Pavlos Andreadis, February 9th 2018
                   with slides by Subramanian Ramamoorthy, 2017

Lecture 7: Monte Carlo for RL
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Markov Decision Processes

● A finite Markov Decision Process (MDP) is a tuple                             

where:

●       is a finite set of states

●       is a finite set of actions

●       is a state transition probability function

●       is a reward function

●       is a discount factor 
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Methods Overview

● Dynamic Programming Methods:

– require a model

– bootstrap

● Monte Carlo Methods:

– do not require a model

– do not bootstrap

● Temporal-Difference Learning Methods:

– do not require a model

– bootstrap
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Today’s Content

● Coursework 1 (questions/discussion)

● Monte Carlo (MC) Policy Evaluation

– State-value and Action-value functions

● MC Control

● MC Exploring Starts

● Problems with MC Assumptions

● On-Policy MC Control
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Coursework 1

● Episodic task

– Top row (row 1) = terminal states

● Transition Function:

MDP_1.getTransitions
● Reward Function:

MDP_1.getReward
● Policy to evaluate:

pi_test1 / pi_test1_stateNumbers

[row, column] 
coordinates

numbered 
left→right and 
top->bottom

● Actions:

UP_LEFT

UP

UP_RIGHT



Monte	Carlo	Methods	

•  Learn	value	func-ons	
•  Discover	op-mal	policies	
•  Do	not	assume	knowledge	of	model	as	in	DP,	i.e.,		

•  Learn	from	experience:	Sample	sequences	of	states,	ac-ons	
and	rewards	(s, a, r)	
–  In	simulated	or	real	(e.g.,	physical	robo-c)	worlds	
–  Clearly,	simulator	is	a	model	but	not	a	full	one	as	in	a	prob.	

distribu-on	

•  Eventually	arain	op-mal	behaviour	(same	as	with	DP)	
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Backup	in	MC	

•  Does	the	concept	of	backup	diagram	make	sense	for	MC	
methods?	

•  As	in	figure,	MC	does	not	sample	all	transi-ons	
–  Root	node	to	be	updated	as	before	
–  Transi-ons	are	dictated	by	policy	
–  Acquire	samples	along	a	sample	path	
–  Clear	path	from	eventual	reward	to	states	
	along	the	way	(credit	assignment	easier)	

•  Es-mates	are	different	states	are	independent	
–  Computa-onal	complexity	not	a	func-on	of	state	
dimensionality	
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Pictorial:	What	does	DP	Do?	
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Pictorial:	What	does	Simple	MC	Do?	
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Monte	Carlo	Policy	Evalua-on	

•  Goal:	Approximate	a	value	func-on	
•  Given:	Some	number	of	episodes	under	π	which	contain	s		
•  Maintain	average	returns	ayer	visits	to	s 

•  First	visit	vs.	Every	visit	MC:	
–  Consider	a	reward	process																																								and	define	the	
first	visit	-me,																									,						and	a	set,		

–  First	visit	MC	averages		
	whereas	every	visit	MC	averages	over		
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What is the effect of π?
What if it is deterministic?



First-visit	Monte	Carlo	Policy	Evalua-on	

27/01/2017	 Reinforcement	Learning	 39	



6

Example: Road Fighter

● So, at every state, we know what actions 
are available…

● but we don’t know anything of where we 
might transition, and with what 
probability…

● or what reward signals we might receive.

● Given a policy, we compute the average 
return starting from a state, across 
episodes.

● Obviously, the episodes need to 
terminate.

● Difference between first-time and any-time 
visit MC here?



Monte	Carlo	Es-ma-on	of	Ac-on	Values	

•  Model	is	not	available,	so	we	do	not	know	how	states	and	
ac-ons	interact	
– We	want	Q*	

•  We	can	try	to	approximate	Qπ(s,a)	using	Monte	Carlo	method	
–  Asympto-c	convergence	if	every	state-ac-on	pair	is	visited	

•  Explore	many	different	star-ng	state-ac-on	pairs:	Equal	
chance	of	star-ng	from	any	given	state	
–  Not	en-rely	prac-cal,	but	simple	to	understand	
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Monte	Carlo	Control	

•  Policy	Evalua-on:	
	Monte	Carlo	method	

•  Policy	Improvement:	
	Greedify	with	respect	to	
state-value	of	ac-on-value	
func-on	
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Convergence	of	MC	Control	

•  Policy	improvement	s-ll	works	if	evalua-on	is	done	with	MC:	

•  πk+1	≥	πk	by	the	policy	improvement	theorem	
•  Assump-on:	exploring	starts	and	infinite	number	of	episodes	

for	MC	policy	evalua-on	(i.e.,	value	func-on	has	stabilized)	
•  Things	to	do	(as	in	DP):	

–  update	only	to	given	tolerance	
–  interleave	evalua-on/improvement	
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Monte	Carlo	Exploring	Starts	
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Can	We	Avoid	Thorny	Assump4ons?	

•  Two	major	MC	assump4ons	(infinite	sampling	and	exploring	
all	states)	are	unrealis4c.	How	to	circumvent	the	issue?	

•  Need	to	con4nually	explore,	ε-soF	policies:	

–  On-policy	method:	Explore	in	an	ε-greedy	manner	

–  Off-policy	method:	Use	a	behaviour	policy	that	is	good	at	
exploring,	then	infer	op4mal	policy	from	that	
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On-Policy	Monte	Carlo	Control	

•  Overall	idea	is	s4ll	that	of	Generalized	Policy	Itera4on	(move	
towards	greedy	policy),	but	throw	in	con4nual	explora4on	

•  In	order	to	always	explore,	we	want	to	keep	policy	ε-soC:	

•  Moreover,	one	may	really	wish	to	adopt	an	ε-greedy	policy:	

•  In	this	case,	we	have		
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The	Policy	Improvement	Step	

•  Any	ε-greedy	policy	w.r.t.	Qπ	is	an	improvement	over	any	ε-
soF	policy	π	 	(Policy	Improvement	Theorem)	

ε - greedy policy 
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On-Policy	MC	Control	

Evaluate as before

Improve towards 
ε-greedy, not the max
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Reading +

● Sections 5.1 to 5.4 of Sutton and Barto (1st Edition) 
http://incompleteideas.net/book/ebook/the-book.html

● Section 3.2 of Ng, A. et al. (2004) 
Autonomous inverted helicopter flight via reinforcement learning

Optional (will take you away from course material):
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