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Outline	of	Lecture	
•  What	is	privacy?	
•  What	is	security?	
•  How	are	they	related?	
•  What	is	surveillance?	
•  How	does	it	relate	to	data	science?	
•  What	kinds	of	regula<on?	
•  Privacy	by	design	and	default	
•  Data	science	and	data	
•  Internet	research	
•  Ethics,	codes,	and	standards	
•  Bibliography	
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Individual	Privacy	
•  Philosophy,	social	sciences,	law:	no	single	defini<on	or	conceptualisa<on	
•  Seven	types	(Finn,	et	al.,	2013):	privacy	of:		

	 	the	person	
	 	behaviour	and	ac<on	
	 	communica<on	
	 	data	and	image		
	 	thoughts	and	feelings	
	 	loca<on	and	space	
	 	associa<on	

•  Other	types	(Wright	and	Raab,	2014)			

•  Context-dependent	(Nissenbaum,	2010)	

•  Conven<onal	privacy	paradigm:	individualis<c,	classical	liberal,	rights-
oriented	only	(BenneT	and	Raab,	2006)	
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Individual	Privacy’s	Value	
•  Deontological	(right/wrong	ac<on)	and	consequen<alist	(right/wrong	

consequences)	
•  Privacy	is	an	individual	right:		

–  fundamental	but	not	absolute	(Raab,	2017)	
–  ‘Everyone	has	the	right	to	respect	for	his	or	her	private	and	family	life,	

home	and	communica<ons.’	(Charter	of	Fundamental	Rights	of	the	EU,	Ar<cle	7)	

–  serves	sel_ood,	autonomy,	dignity,	but	also	sociality	
•  Privacy’s	importance	goes	beyond	that	to	the	individual;	a	crucial	

underpinning	of:	
–  interpersonal	rela<onships	
–  society	itself	
–  the	workings	of	a	democra<c	poli<cal	system		

•  When	privacy	is	protected,	the	fabric	of	society,	the	func<oning	of	poli<cal	
processes	and	the	exercise	of	important	freedoms	are	protected.	When	
eroded,	society	and	the	polity	are	also	harmed;	privacy	protec<on	is	both	
an	individual	and	a	public	interest	 4	



Privacy	and	its	Social	Value	(Regan,	1995)	
		

•  Common	value:	all	have	common	interest	in	right	to	privacy	but	may	
	differ	on	specific	content	of	their	privacy	or	what	they	think	sensi<ve	

•  Public	value:	privacy	instrumentally	valuable	to	democra<c	poli<cal	
	system,	e.g.,	for	freedom	of	speech	and	associa<on,	and	for	sedng	
	boundaries	to	state’s	exercise	of	power	

•  Collec<ve	value:	economis<c	concep<on	of	privacy’s	value	as		collec<ve,	
	non-excludible	good	that	cannot	be	divided	and	that	cannot	be	efficiently	
	provided	by	market		

•  Many	other	writers	on	how	privacy	works	in	society	and	social	rela<ons	
	(Goffman,	many	works;	Wes<n,	1967;	Altman,	1975;	Solove,	2008;	Schoeman,	1992;	Bygrave,	2002;	
	Goold,	2009;		Steeves,	2009;	Raab,	2014,	2012;	…)	

•  Society,	not	just	the	individual,	is	beTer	off	when	privacy	exists	
•  Based	on	understanding	privacy’s	importance	for	society,	social	and	

	poli<cal	rela<onships;	not	only	for	individual	rights	or	values	
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But	What	About	Security?	

•  Whatever	‘privacy’	means,	it	is	not	the	only	important	value	in	policy-
making,	and	not	the	only	public-interest	value	

•  Security	is	also	a	fundamental	right:	‘Everyone	has	the	right	to	liberty	and	
security	of	person.	(Charter	of	Fundamental	Rights	of	the	EU,	Ar<cle	6)	

•  Security	(na<onal	and	other)	seems	now	to	be	the	over-riding	value,	
facing	terrorism,	crime,	many	kinds	of	adverse	event	

•  Does	this	inevitably	lead	to	(tenden<ous)‘privacy	v.	public	interest/
security/etc.’construct?	

•  What	else	can	be	said	about	the	rela<onship	between	privacy	and	
security?	(discussed	later)	

But	what	is	‘security’?	
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Some	Defini<ons	of	‘Security’	
•  ‘[T]he	condi<on	(perceived	or	confirmed)	of	an	individual,	a	community,	an	

organisa<on,	a	societal	ins<tu<on,	a	state,	and	their	assets	(such	as	goods,	
infrastructure),	to	be	protected	against	danger	or	threats	such	as	criminal	ac<vity,	
terrorism	or	other	deliberate	or	hos<le	acts,	disasters	(natural	and	man-
made).’	(adopted	by	CEN	BT/WG	161	on	Protec<on	and	Security	of	the	Ci<zen,	January	2005;	cited	in	Marp	Sempere,	
2010:	6)	

•  ‘[A]	fundamental	good	without	which	socie<es	cannot	prosper.’(Marp	Sempere	2010:	2;	
emphasis	in	original)	

•  ‘The	concept	of	security	has	for	too	long	been	interpreted	narrowly:	as	security	of	
territory	from	external	aggression,	or	as	protec<on	of	na<onal	interests	in	foreign	
policy	or	as	global	security	from	the	threat	of	a	nuclear	holocaust.	It	has	been	
related	more	to	na<on-states	than	to	people….ForgoTen	were	the	legi<mate	
concerns	of	ordinary	people	who	sought	security	in	their	daily	lives.	For	many	of	
them,	security	symbolized	protec<on	from	the	threat	of	disease,	hunger,	
unemployment,	crime,	social	conflict,	poli<cal	repression	and	environmental	
hazards…In	the	final	analysis,	human	security	is	a	child	who	did	not	die,	a	disease	
that	did	not	spread,	a	job	that	was	not	cut,	an	ethnic	tension	that	did	not	explode	
in	violence,	a	dissident	who	was	not	silenced.	Human	security	is	not	a	concern	with	
weapons–it	is	a	concern	with	human	life	and	dignity.	…Human	security	is	people-
centred.	’	(UNDP,	Human	Development	Report	1994:	22-23)		
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‘Security’	in	Technical	Discourse	
•  ‘Computer	security,	also	known	as	cyber	security	or	IT	security,	is	the	protec<on	of	

computer	systems	from	the	thes	and	damage	to	their	hardware,	sosware,	or	
informa<on,	as	well	as	from	disrup<on	or	misdirec<on	of	the	services	they	
provide’	(Wikipedia,	quo<ng	Gasser	1988,	p.	3)	

•  This	refers	only	to	one	meaning	of	‘security’	
•  This	refers	only	to	one	source	of	privacy	viola<on	
•  Data	protec<on	(informa<on	privacy)	principles	include	this	kind	of	security:	

‘[Personal	data	shall	be]	(f)	processed	in	a	manner	that	ensures	appropriate	
security	of	the	personal	data,	including	protec<on	against	unauthorised	or	
unlawful	processing	and	against	accidental	loss,	destruc<on	or	damage,	using	
appropriate	technical	or	organisa<onal	measures’	(EU	General	Data	Protec<on	Regula<on,	Ar<cle	
5(1)(f))	

Computer/cyber/IT	security	can	protect	privacy,	but	is	only	part	of	the	whole	story	
Computer	scien>sts	(and	related	specialists)	should	therefore	think	outside	their	box	

to	the	wider	legal	and	ethical	frame	of	reference	for	‘security’	
	
			 8	



Security:	Types	
•  Informa3on	security:	to	protect	informa<on	and	informa<on	systems	from	

unauthorised	access,	modifica<on	or	disrup<on;	computer	security	
•  Physical	security:	to	safeguard	the	physical	characteris<cs	and	proper<es	of	

systems,	spaces,	objects	and	human	beings	
•  Poli3cal	security:	protec<on	of	acquired	rights,	established	ins<tu<ons/structures	

and	recognized	policy	choices	
•  Socio-Economic	security:	economic	measures	to	safeguard	individuals	
•  Cultural	security:	to	safeguard	the	permanence	of	tradi<onal	schemas	of	language,	

culture,	associa<ons,	iden<ty	and	religious	prac<ces	
•  Environmental	security:	to	provide	safety	from	environmental	dangers	caused	by	

natural	or	human	processes	
•  Radical	uncertainty	security:	to	provide	safety	from	excep<onal	and	rare	violence/

threats	not	deliberately	inflicted	by	an	external	or	internal	agent	but	can	s<ll	
threaten	dras<cally	to	degrade	the	quality	of	life	

•  Human	security:	to	cope	with	various	threats	in	the	daily	lives	of	people	
•  Na3onal	security:	to	protect	the	integrity	of	sovereign	state	territory	and	assets		

(Source:	partly	drawn	from	PRISMS	FP7	project,	Deliverable	2.1:	Preliminary	report	on	current	developments	and	trends	
regarding	technologies	for	security	and	privacy,	28	February	2013:	11-12)		
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Security:	Dimensions	and	Dilemmas	
•  As	with	privacy,	many	ways	of	understanding	this	

–  Individual	or	personal	security;	security	of	personal	data	
–  Collec3ve	security	at	many	levels	beyond	the	individual:	interna<onal,	na<onal,	local,	

neighbourhood,	social	group;	security	of	systems			
–  Objec3ve	security:	probabili<es	of	risk	
–  Subjec3ve	security:	feelings	of	(in)security	

•  Which	(if	any)	of	these	should	prevail,	and	how	can	they	be	reconciled?		
•  ‘A	man’s	home	is	his	castle’:	privacy	and	liber<es/freedoms	can	be	

regarded	in	some	respects	as	valuable	because	of	the	security	and	safety	–	
not	least,	of	personal	data	–	they	provide	for	individuals,	groups	and	
socie<es	(cf.	Liberty	and	Security	in	a	Changing	World:	14;	Raab	2014)		

	 	If	so,	the	rela>onship	between	privacy	and	security	is	far	more	 	
	 	complex	and	cannot	be	glossed	over	by	a	rhetoric	of	the	‘opposed’	
	 	rights	or	values	of	security	and	privacy	

10	



Conflict	Between	Privacy	and	Security?	

•  	‘[t]he	realm	of	rights,	private	choice,	self-	interest,	
and	en<tlement…[versus]	corollary	social	
responsibili<es	and	commitments	to	the	common	
good…	[their	neglect	has]	nega<ve	consequences	
such	as	the	deteriora<on	of	public	safety…’	(Etzioni		1999:	
195)	

But	what	does	this	construc>on	ignore?	
Does	this	construc>on	have	any	prac>cal	effect?	
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Intelligence	and	Security	CommiTee	of	
Parliament:	Call	for	Evidence	(2013)	

•  ‘In	addi<on	to	considering	whether	the	current	statutory	
framework	governing	access	to	private	communica<ons	
remains	adequate,	the	CommiTee	is	also	considering	the	
appropriate	balance	between	our	individual	right	to	privacy	
and	our	collec<ve	right	to	security.’	

•  Rhetorical	and	imprecise,	impeding	deeper	understanding	of	
what	is	at	stake	for	the	individual,	society	and	the	state	

•  Three	difficul<es:	(Raab,	2017)	
	 	‘privacy’	
	 	‘security’	
	 	‘na<onal	security	v.	personal	privacy’	framing	
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Former	UK	Foreign	Secretary’s	View	
Philip	Hammond,	Intelligence	and	Security	Speech	at	the	Royal	United	Services	Ins<tute,	10	March	2015	

‘We	are	aser	all,	all	of	us	in	our	private	lives,	
individuals	who	seek	privacy	for	ourselves	and	our	
families,	as	well	as	ci<zens	who	demand	protec<on	
by	our	government	from	those	who	would	harm	us.	
So	we	are	right	to	ques<on	the	powers	required	by	
our	agencies	–	and	par<cularly	by	GCHQ	–	to	
monitor	private	communica<ons	in	order	to	do	
their	job.	But	we	should	not	lose	sight	of	the	vital	
balancing	act	between	the	privacy	we	desire	and	
the	security	we	need.’	(emphasis	added)	
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Review	Group	on	Intelligence	and	Communica<ons	
Technologies	

Liberty	and	Security	in	a	Changing	World	(12/12/13)		
		
‘We	suggest	careful	considera<on	of	the	following	principles:	[pp.14-16]	
		
‘1.	The	United	States	Government	must	protect,	at	once,	two	different	
forms	of	security:	na<onal	security	and	personal	privacy.	
	
‘In	the	American	tradi<on,	the	word	“security”	has	had	mul<ple	
meanings.	In	contemporary	parlance,	it	osen	refers	to	na<onal	security	or	
homeland	security.	One	of	the	government’s	most	fundamental	
responsibili<es	is	to	protect	this	form	of	security,	broadly	understood.	At	the	
same	<me,	the	idea	of	security	refers	to	a	quite	different	and	equally	
fundamental	value,	captured	in	the	Fourth	Amendment	to	the	United	States	
Cons<tu<on:	“The	right	of	the	people	to	be	secure	in	their	persons,	houses,	
papers,	and	effects,	against	unreasonable	searches	and	seizures,	shall	not	be	
violated	.	.	.	”.	Both	forms	of	security	must	be	protected.’	 14	



‘Balance’?	

•  Conven<onal	privacy	paradigm:	‘balancing’as	policy	aim	(but	thumb	on	scale)	
•  Problems	with		‘balance’	(e.g.,	Loader	and	Walker,	2007;		Waldron,	2003;	Dworkin,	1977;	Zedner,	2009;	Raab,	

1999;	RUSI,	2013;	Anderson,	2013;	others)	

•  ‘The	idea	of	“balancing”	has	an	important	element	of	truth,	but	it	is	also	
inadequate	and	misleading.	It	is	temp<ng	to	suggest	that	the	underlying	goal	is	to	
achieve	the	right	“balance”	between	the	two	forms	of	security	[na<onal	security	
and	personal	privacy].	…But	some	safeguards	are	not	subject	to	balancing	at	all.	In	
a	free	society,	public	officials	should	never	engage	in	surveillance	in	order	to	
punish	their	poli<cal	enemies;	to	restrict	freedom	of	speech	or	religion;	to	
suppress	legi<mate	cri<cism	and	dissent;	to	help	their	preferred	companies	or	
industries;	to	provide	domes<c	companies	with	an	unfair	compe<<ve	advantage;	
or	to	benefit	or	burden	members	of	groups	defined	in	terms	of	religion,	ethnicity,	
race,	and	gender.’	(Review	Group	on	Intelligence	and	Communica<ons	Technologies,	Liberty	and	Security	in	a	
Changing	World	(12/12/13))		
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‘(Na<onal)	Security	v.	Personal	
Privacy’	?	

•  ‘How	much	security	should	we	give	up	to	protect	privacy?’	is	rarely	asked	
•  Assump<ons	about	risk,	equilibrium	and	a	common	metric	for	weighing	

are	not	clear	and	doubyully	warranted		
•  Can	we	know	and	agree	how	much	(and	whose)	privacy	should	or	should	

not	outweigh	how	much	(and	whose)	security?		
•  ‘Balancing’	is	silent	about	the	method	by	which	a	balance	can	be	

determined	and	challenged,	and	about	who	is	to	determine	it		
•  Whether	‘balance’	is	a	noun	or	a	verb,	and	refers	to	a	method	or	to	its	

outcome,	is	osen	ambiguous;	legal	case	decisions	are	one	source	for	
understanding,	and	perhaps	dispu<ng,	the	weighing	process	and	the	
arguments	used,	for	instance	about	necessity	and	propor<onality		

•  Remains	to	be	seen	how	these	understandings	can	be	disseminated	in	the	
much	more	closed	condi<ons	of	the	intelligence	and	security	service/law	
enforcement	where	strategic	and	opera<onal	decisions	have	to	be	made,	
and	also	brought	to	bear	in	their	oversight	and	scru<ny			
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PRISMS	Project:	Selected	Survey	Findings	

•  Both	privacy	and	security	important	to	people	
	
•  People	do	not	value	security	and	privacy	in	terms	
of	‘trade-off’	

	
•  No	significant	rela<onship	between	people’s	
valua<on	of	privacy	and	valua<on	of	security	

•  Significant	correla<on	between	valua<on	of	
personal	and	general	security	

	
	
	



Security	and	Privacy:	Affini<es	(Raab,	2014,	2012)	
•  Privacy	itself	is	a	security	value,	osen	promoted	as	such		

	 	protec<ve,	defensive,	precau<onary,	risk-aversion	value	
	 	in	face	of	technologically	assisted	policy	ini<a<ves	
	 	in	society	driven	by	counter-terrorism,	law-enforcement,	preoccupa<on	 	
	 	with	personal	safety	
	 	provides	secure	refuge	for	individuals	and	groups		
	 	 	for	inward-looking	purposes	
	 	 	for	external	sociality	and	par<cipa<on	
	 	 	guarding	against	spa<al	or	informa<onal	encroachments		

•  Privacy	advocates	(osen	fear-driven)	invoke	precau<onary	principle,	cri<cising	
state	security	policies	and	surveillance	technologies	

•  ‘Privacy	impact	assessment’	based	on	precau<onary	risk-minimisa<on	
•  ‘Securi<sa<on’	of	informa<on	or	systems	in	interest	of	privacy	(e.g.,	encryp<on)	
•  Both	privacy	and	security	of	society	or	state	can	therefore	be	seen	as	

two‘takes’on	public	interest,	changing	nature	of	argument			
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Surveillance: Types 
•  	watching	(eyes	and	cameras)	
•  	listening	(ears	and	electronic	devices)	
•  	loca<ng/tracking	
•  	detec<ng/sensing	
•  	personal	data	monitoring	(‘dataveillance’)	
•  	data	analy<cs	(‘big	data’)	
All	have	poten>al	or	actual	impact	on	ethical	and	social	values,	

including	privacy;	but	what’s	that?	(see	earlier)	
All	used	for	purposes	of	security;	but	what’s	that?	(see	earlier)	

All	subject	to	regula>on;	but	how?	
		

19	



From	Computer	Science	to	‘Data	
Science’	

•  Data	science:	extrac<ng	knowledge	or	insights	from	data	
•  Much	of	the	data	are	personal	data	
•  Much	of	the	personal	data	are	gathered	through	

surveillance	
•  Much	surveillance	uses	technologies	designed	for	that	

purpose	
•  Much	of	data	science	data	uses	technologies	and	

processes	designed	for	extrac<ng	knowledge	and	insights		
Does	this	require	regula>on?	What	and	how?	
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Regulatory	Instruments	

•  Laws	and	regulatory	agencies	
•  Codes	of	prac<ce/ethics/standards	
•  Privacy-enhancing	technologies	(PETs)	
•  Privacy	by	design	(and	default)	(PbD)	
•  Public	awareness	
•  Training	requirements	for	data	users	

	These	instruments	relate	to	the	protec>on	of	personal	data,	not	to	
all	forms	of	surveillance	if	personal	data	are	not	

‘processed’	(collected,	stored,	etc.)	
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Privacy/Data	Protec<on	by	Design	and	
by	Default	(1)	

EU,	General	Data	Protec<on	Regula<on	(2016)		
	
	

	
	

ArBcle	25	Data	protec>on	by	design	and	by	default	
1.	Taking	into	account	the	state	of	the	art,	the	cost	of	implementa<on	and	the	nature,	
scope,	context	and	purposes	of	processing	as	well	as	the	risks	of	varying	likelihood	and	
severity	for	rights	and	freedoms	of	natural	persons	posed	by	the	processing,	the	
controller	shall,	both	at	the	<me	of	the	determina<on	of	the	means	for	processing	and	
at	the	<me	of	the	processing	itself,	implement	appropriate	technical	and	
organisa<onal	measures,	such	as	pseudonymisa<on,	which	are	designed	to	implement	
data-protec<on	principles,	such	as	data	minimisa<on,	in	an	effec<ve	manner	and	to	
integrate	the	necessary	safeguards	into	the	processing	in	order	to	meet	the	
requirements	of	this	Regula<on	and	protect	the	rights	of	data	subjects.		
2.	The	controller	shall	implement	appropriate	technical	and	organisa<onal	measures	
for	ensuring	that,	by	default,	only	personal	data	which	are	necessary	for	each	specific	
purpose	of	the	processing	are	processed.	That	obliga<on	applies	to	the	amount	of	
personal	data	collected,	the	extent	of	their	processing,	the	period	of	their	storage	and	
their	accessibility.	In	par<cular,	such	measures	shall	ensure	that	by	default	personal	
data	are	not	made	accessible	without	the	individual's	interven<on	to	an	indefinite	
number	of	natural	persons.		
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Privacy/Data	Protec<on	by	Design	and	
by	Default	(2)	

EU,	General	Data	Protec<on	Regula<on	(2016)	
Recital	78		

	

	
The	protec<on	of	the	rights	and	freedoms	of	natural	persons	with	regard	to	the	
processing	of	personal	data	require	that	appropriate	technical	and	organisa<onal	
measures	be	taken	to	ensure	that	the	requirements	of	this	Regula<on	are	met.	In	
order	to	be	able	to	demonstrate	compliance	with	this	Regula<on,	the	controller	
should	adopt	internal	policies	and	implement	measures	which	meet	in	par<cular	the	
principles	of	data	protec<on	by	design	and	data	protec<on	by	default.	Such	measures	
could	consist,	inter	alia,	of	minimising	the	processing	of	personal	data,	
pseudonymising	personal	data	as	soon	as	possible,	transparency	with	regard	to	the	
func<ons	and	processing	of	personal	data,	enabling	the	data	subject	to	monitor	the	
data	processing,	enabling	the	controller	to	create	and	improve	security	features.	
When	developing,	designing,	selec<ng	and	using	applica<ons,	services	and	products	
that	are	based	on	the	processing	of	personal	data	or	process	personal	data	to	fulfil	
their	task,	producers	of	the	products,	services	and	applica<ons	should	be	encouraged	
to	take	into	account	the	right	to	data	protec<on	when	developing	and	designing	such	
products,	services	and	applica<ons	and,	with	due	regard	to	the	state	of	the	art,	to	
make	sure	that	controllers	and	processors	are	able	to	fulfil	their	data	protec<on	
obliga<ons.	The	principles	of	data	protec<on	by	design	and	by	default	should	also	be	
taken	into	considera<on	in	the	context	of	public	tenders.	
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Privacy,	Security,	and	(D)PbD	
•  InformaBon	security	is	also	(part	of)	informa<on	privacy,	provided	through	

technological	means	
•  Designing-in,	and	defaul<ng	to,	privacy	is	to	provide	a	collec3ve	good	to	

be	enjoyed	by	all	who	use	the	technology	or	system,	not	a	good	to	be	
chosen	as	an	‘extra’	by	the	individual	who	happens	to	care	about	privacy	

•  ‘[M]any	technologies	and	informa<on	systems	exacerbate	social	
differences….This	social	division	is	likely	to	happen	unless	privacy’s	
collec<ve	value	is	explicitly	recognized	in	organiza<onal	prac<ce	and	built	
into	the	construc<on	of	informa<on	and	communica<ons	technologies	
and	systems.	However,	this	value	could	be	subverted	if	some	people	were	
beTer	able	than	others	to	buy	protec<ve	informa<on	technologies	for	
their	own	use,	in	keeping	with	the	individualist	paradigm.	This	would	be	
the	informa<on	society’s	equivalent	of	“gated	communi<es”.’	(BenneT	and	
Raab,	2006:	41-2)	

•  This	further	underlines	the	affinity	between	privacy	and	security,	
whether	individual	or	collec<ve	

•  It	brings	equality	into	view	as	a	neglected	dimension	of	these	debates	
	
	 24	



Ethical	Robo<cs?:	BS	8611:	2016	
•  ‘This	Bri<sh	Standard	gives	guidance	on	the	iden<fica<on	of	

poten<al	ethical	harm	and	provides	guidelines	on	safe	design,	
protec<ve	measures	and	informa<on	for	the	design	and	
applica<on	of	robots’	

•  ‘Ethical	hazards	are	broader	than	physical	hazards.	Most	
physical	hazards	have	associated	psychological	hazards	due	to	
fear	and	stress.	Thus,	physical	hazards	imply	ethical	hazards	
and	safety	design	features	are	part	of	ethical	design.	Safety	
elements	are	covered	by	safety	standards;	this	Bri<sh	
Standard	is	concerned	with	ethical	elements’	

•  ‘Examples	of	ethical	harm	include	stress,	embarrassment,	
anxiety,	addic<on,	discomfort,	decep<on,	humilia<on,	being	
disregarded.	This	might	be	experienced	in	rela<on	to	a	
person’s	gender,	race,	religion,	age,	disability,	poverty	or	
many	other	factors’	 25	



‘Facebook	reveals	news	feed	experiment	
to	control	emo<ons’	

‘Protests	over	secret	study	involving	689,000	users	in	which	friends'	pos<ngs	
were	moved	to	influence	moods’	(Robert	Booth,	The	Guardian,	Monday,	30	June	2014)	

	

‘In	a	study	with	academics	from	Cornell	and	the	University	of	California,	Facebook	
filtered	users'	news	feeds	–	the	flow	of	comments,	videos,	pictures	and	web	links	
posted	by	other	people	in	their	social	network.	One	test	reduced	users'	exposure	to	
their	friends'	"posi<ve	emo<onal	content",	resul<ng	in	fewer	posi<ve	posts	of	their	
own.	Another	test	reduced	exposure	to	"nega<ve	emo<onal	content"	and	the	
opposite	happened.	
	
‘James	Grimmelmann,	professor	of	law	at	Maryland	University,	said	Facebook	had	
failed	to	gain	"informed	consent"	as	defined	by	the	US	federal	policy	for	the	
protec<on	of	human	subjects,	which	demands	explana<on	of	the	purposes	of	the	
research	and	the	expected	dura<on	of	the	subject's	par<cipa<on,	a	descrip<on	of	any	
reasonably	foreseeable	risks	and	a	statement	that	par<cipa<on	is	voluntary.	"This	
study	is	a	scandal	because	it	brought	Facebook's	troubling	prac<ces	into	a	realm	–	
academia	–	where	we	s<ll	have	standards	of	trea<ng	people	with	dignity	and	serving	
the	common	good,”	he	said.’	
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Dataveillance:	Profiling	

	
Analysis	of	data	on	(e.g.)	drug	use,	crime,	migrants,	asylum-seekers,	

	welfare	fraud,	consump<on	history,	internet	behaviour,	credit	
	history,	educa<on	records,	health,	etc.	

Poten<ally	beneficial,	poten<ally	harmful,	for	individuals	or	society		
Iden<fies	or	creates	groups,	categories,	individuals	
Predicts	behaviour	
Decisions	based	on	profiles	
False	posi<ves,	false	nega<ves	
‘Social	sor<ng’:	discrimina<on,	social	exclusion/inclusion	
Used	by	states/public	authori<es,	law	enforcers,	businesses;	

	researchers	
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Internet	Research:	What	is	it?	(1)		
	‘This	document	uses	the	following	working	defini<ons:	

Internet	research	encompasses	inquiry	that:	
(a)	u<lizes	the	internet	to	collect	data	or	informa<on,	e.g.,	through	online	interviews,	

	surveys,	archiving,	or	automated	means	of	data	scraping;	
(b)	studies	how	people	use	and	access	the	internet,	e.g.,	through	collec<ng	and	

	observing	ac<vi<es	or	par<cipa<ng	on	social	network	sites,	listservs,	web	sites,	
	blogs,	games,	virtual	worlds,	or	other	online	environments	or	contexts;	

(c)	u<lizes	or	engages	in	data	processing,	analysis,	or	storage	of	datasets,	databanks,	
	and/or	repositories	available	via	the	[internet]	

(d)	studies	sosware,	code,	and	internet	technologies	
(e)	examines	the	design	or	structures	of	systems,	interfaces,	pages,	and	elements	
(f)	employs	visual	and	textual	analysis,	semio<c	analysis,	content	analysis,	or	other	

	methods	of	analysis	to	study	the	web	and/or	internet-facilitated	images,	wri<ngs,	
	and	media	forms.	

(g)	studies	large	scale	produc<on,	use,	and	regula<on	of	the	internet	by	governments,	
	industries,	corpora<ons,	and	military	forces.’	

Final	Copy:	Ethical	Decision-Making	and	Internet	Research:	Recommenda<ons	from	the	AOIR	Ethics	
CommiTee.	Approved	by	the	Ethics	Working	CommiTee,	08/2012.	Endorsed	by	the	AOIR	Execu<ve	CommiTee,	
09/2012.	Approved	by	the	AOIR	general	membership,	12/2012.	
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Internet	Research:	What	is	it	?	(2)	
	

‘The	internet	is	a	social	phenomenon,	a	tool,	and	also	a	(field)	site	for	
research.	Depending	on	the	role	the	internet	plays	in	the	research	project	or	
how	it	is	conceptualized	by	the	researcher,	different	epistemological,	
logis<cal	and	ethical	considera<ons	will	come	into	play.	The	term	“Internet”	
originally	described	a	network	of	computers	that	made	possible	the	
decentralized	transmission	of	informa<on.	Now,	the	term	serves	as	an	
umbrella	for	innumerable	technologies,	devices,	capaci<es,	uses,	and	social	
spaces.	Within	these	technologies,	many	ethical	and	methodological	issues	
arise	and	as	such,	internet	research	calls	for	new	models	of	ethical	evalua<on	
and	considera<on.	Because	the	types	of	interac<on	and	informa<on	
transmission	made	possible	by	the	internet	vary	so	widely,	researchers	find	it	
necessary	to	define	the	concept	more	narrowly	within	individual	studies.	This	
is	complicated	by	the	fact	that	studies	of	and	on	the	internet	cut	across	all	
academic	disciplines.‘	
	
Final	Copy:	Ethical	Decision-Making	and	Internet	Research:	Recommenda<ons	from	the	AOIR	Ethics	
CommiTee.	Approved	by	the	Ethics	Working	CommiTee,	08/2012.	Endorsed	by	the	AOIR	Execu<ve	CommiTee,	
09/2012.	Approved	by	the	AOIR	general	membership,	12/2012.	
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Internet	Research	Ethics	(IRE)	(1)	

‘IRE	is	defined	as	the	analysis	of	ethical	issues	and	
applica<on	of	research	ethics	principles	as	they	pertain	to	
research	conducted	on	and	in	the	Internet.	Internet-
based	research,	broadly	defined,	is	research	which	
u<lizes	the	Internet	to	collect	informa<on	through	an	
online	tool,	such	as	an	online	survey;	studies	about	how	
people	use	the	Internet,	e.g.,	through	collec<ng	data	
and/or	examining	ac<vi<es	in	or	on	any	online	
environments;	and/or,	uses	of	online	datasets,	
databases,	or	repositories.’		
	
Ess,	Charles	and	the	Associa<on	of	Internet	Researchers	Ethics	Working	commiTee,	2002,	“Ethical	Decision-
Making	and	Internet	Research:	Recommenda<ons	from	the	AoIR	Ethics	Working	CommiTee,”	 	quoted	in	
‘Internet	Research	Ethics’,	Stanford	Encyclopedia	of	Philosophy,	2012	
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Internet	Research	Ethics	(IRE)	(2)	
‘The	mul<ple	disciplines	already	long	engaged	in	human	subjects	
research	(medicine,	sociology,	anthropology,	psychology,	
communica<on)	have	established	ethical	guidelines	intended	to	
assist	researchers	and	those	charged	with	ensuring	that	research	
on	human	subjects	follows	both	legal	requirements	and	ethical	
prac<ces.	But	with	research	involving	the	Internet—where	
individuals	increasingly	share	personal	informa<on	on	playorms	
with	porous	and	shising	boundaries,	where	both	the	spread	and	
aggrega<on	of	data	from	disparate	sources	is	increasingly	the	
norm,	and	where	web-based	services,	and	their	privacy	policies	
and	terms	of	service	statements,	morph	and	evolve	rapidly—the	
ethical	frameworks	and	assump<ons	tradi<onally	used	by	
researchers	and	REBs	are	frequently	challenged.’	
Stanford	Encyclopedia	of	Philosophy,	2012	
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Ar<cle	29	Data	Protec<on	Working	Party:	
WP203	(Opinion	03/2013	on	Purpose	Limita<on)		

		
‘Under	the	current	framework	[EU	Data	Protec<on	Direc<ve	
95/46/EC],	it	is	up	to	each	Member	State	to	specify	what	
safeguards	may	be	considered	as	appropriate.	This	specifica<on	
is	typically	provided	in	legisla<on,	which	could	be	precise	(e.g.	
na<onal	census	or	other	official	sta<s<cs)	or	more	general	(most	
other	kinds	of	sta<s<cs	or	research).	In	the	laTer	case,	this	
leaves	room	for	professional	codes	of	conduct	and/or	further	
guidance	released	by	the	competent	data	protec<on	
authori<es.’		
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Codes,	Statements,	Etc.:	Mainly	General	

BSA	(Bri<sh	Sociological	Associa<on)	2002	
ASA	(American	Sociological	Associa<on)	1999/2008	
BPS	(Bri<sh	Psychological	Society)	2013	
PSA	(Poli<cal	Studies	Associa<on)	n.d.	(1990s)	
SRA	(Social	Research	Associa<on)	2003	
AAAS	(American	Associa<on	for	the	Advancement	of	Science)	

	2014	
MRS	(Market	Research	Society)	2014	
AOIR	(Associa<on	of	Internet	Researchers)	2002/2012	
UKRIO	(UK	Research	Integrity	Office)	2009	[adopted	by	the	

	University	of	Edinburgh]	
etc.	 33	



UKRIO:	Code	of	Prac<ce	for	Research	(2009)	

High-level	template	
No	men<on	of	privacy	(does	men<on	personal	data)	
No	men<on	of	Internet	
No	men<on	of	social	media	

	 	But…	
‘3.7.1	Organisa<ons	and	researchers	should	make	sure	that	any	research	
involving	human	par<cipants,	human	material	or	personal	data	complies	with	
all	legal	and	ethical	requirements	and	other	applicable	guidelines.	
Appropriate	care	should	be	taken	when	research	projects	involve:	vulnerable	
groups,	such	as	the	very	old,	children	or	those	with	mental	illness;	and	covert	
studies	or	other	forms	of	research	which	do	not	involve	full	disclosure	to	
par<cipants.	The	dignity,	rights,	safety	and	well-being	of	par<cipants	must	
be	the	primary	considera<on	in	any	research	study.	Research	should	be	
ini<ated	and	con<nued	only	if	the	an<cipated	benefits	jus<fy	the	risks	
involved.’	
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UKRIO:	Code	of	Prac<ce	for	Research	(2009)	

‘3.7.3	Organisa<ons	and	researchers	should	ensure	the	
confiden<ality	and	security	of:	personal	data	rela<ng	to	
human	par<cipants	in	research;	and	human	material	
involved	in	research	projects.’	
‘3.7.10	Researchers	on	projects	involving	human	subjects	
must	sa<sfy	themselves	that	par<cipants	are	enabled,	by	
the	provision	of	adequate	accurate	informa<on	in	an	
appropriate	form	through	suitable	procedures,	to	give	
informed	consent,	having	par<cular	regard	to	the	needs	
and	capaci<es	of	vulnerable	groups,	such	as	the	very	old,	
children	and	those	with	mental	illness.’	

35	



University	of	Edinburgh	College	of	Humani<es	
and	Social	Science	Research	Ethics	Framework,	

May	2008		
	•  High-level	principles	

•  Men<ons	dignity	
•  Men<ons	consent	
•  ‘The	storage,	processing	and	disposal	of	informa<on	about	

individuals	who	are	research	subjects	must	meet	legal	
requirements,	including	the	individual’s	explicit	wriTen	
consent	to	the	proposed	holding	and	use	of	the	data.	
Individuals’	right	to	access	and	correct	informa<on	held	about	
them	should	also	be	explained.’	
	 	but	‘explicit	wriMen	consent’	is	not	part	of	the	UK	Data	Protec>on	Act	
	 	1998,	Schedule	3,	even	for	processing	‘sensi>ve’	personal	data;	nor	
	 	is	it	part	of	the	EU	General	Data	Protec>on	Regula>on	

	
	

36	



‘But	as	online	research	takes	place	in	a	range	of	new	venues	(email,	chatrooms,	
webpages,	various	forms	of	“instant	messaging,”	MUDs	and	MOOs,	USENET	
newsgroups,	audio/video	exchanges,	etc.)	–	researchers,	research	subjects,	and	those	
charged	with	research	oversight	will	osen	encounter	ethical	ques<ons	and	dilemmas	
that	are	not	directly	addressed	in	extant	statements	and	guidelines.	In	addi<on,	both	
the	great	variety	of	human	inter/ac<ons	observable	online	and	the	clear	need	to	study	
these	inter/ac<ons	in	interdisciplinary	ways	have	thus	engaged	researchers	and	
scholars	in	disciplines	beyond	those	tradi<onally	involved	in	human	subjects	research:	
for	example,	researching	the	mul<ple	uses	of	texts	and	graphics	images	in	diverse	
Internet	venues	osen	benefits	from	approaches	drawn	from	art	history,	literary	
studies,	etc.	This	interdisciplinary	approach	to	research	leads,	however,	to	a	central	
ethical	difficulty:	the	primary	assump<ons	and	guiding	metaphors	and	analogies	-	and	
thus	the	resul<ng	ethical	codes	-	can	vary	sharply	from	discipline	to	discipline,	
especially	as	we	shis	from	the	social	sciences	(which	tend	to	rely	on	medical	models	
and	law	for	human	subjects’	protec<ons)	to	the	humani<es	(which	stress	the	agency	
and	publicity	of	persons	as	ar<sts	and	authors).’	
	
Charles	Ess	and	the	AoIR	ethics	working	commiTee,	‘Ethical	decision-making	and	Internet	research:	
Recommenda<ons	from	the	AoIR	ethics	working	commiTee’,	Approved	by	AoIR,	November	27,	2002,	
www.aoir.org/reports/ethics.pdf	

However…	
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Therefore…	
•  Need	to	review	and	revise	ethical	and	legal	principles,	codes	

and	guidance	for	research	using	‘big	data’/analy<cs;	is	this	
happening?	

•  Need	to	recognise	that,	especially	where	principles,	codes	and	
guidelines	leave	off,	judgement	must	be	exercised	because	
conflic<ng	rights	and	interests	are	involved;	no	‘<ck-boxes’	

•  Judgement	is	needed	about	the	jus<fica<on	of	‘big	data’	
research;	its	limits;	its	(un)intended	consequences;	its	risks;	
its	legality;	its	ethics		

(How)	can	researchers	be	trained	to	exercise	judgement	of	this	
kind?	
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