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1 INTRODUCTION

Categorial Grammar (CG, Ajdukiewicz 1935; Bar-Hillel 1958 one of the
oldest lexicalized grammar formalisms, in which all grantice constituents
are distinguished by a syntactic type identifying them #segia function from
arguments of one type to results of another, or as an argunserh types,
or categories are transparently related to to the semantic type of thguis?

tic expression itself, differing mainly in the inclusion offormation about
language-specific linear order.

The earliest forms of CG were immediately recognized asgeontext-
free and weakly equivalent to context-free phrase-stregtammars (CFPSG,
Bar-Hillel, Gaifman and Shamir 1964). Soon after their elation by Bar-
Hillel, Lambek (1958) cast CG as a logical calculus, whictsvaéso widely
(and correctly) assumed to be context-free, although theabproof—due to
Pentus (1993)—was much harder to discdver.

The early evidence of weak equivalence to CFPSG led to aapadiipse
of CG in the 1960’s. However, interest in CG on the part of agtitians and
computational linguists began to revive in the late 197@'d aarly 1980's.
One reason for this revival came from contemporary deve&pmin for-
malizing a type-driven semantics for natural language éwork of Richard
Montague (1974) and his followers (see Partee 1976), whithenthe syntac-
tic/semantic type-transparency of CG attractive. Anotkaeson was the real-
ization that transformational generative grammar waslgesipressive (Peters
and Ritchie 1973), leading to a search for more minimal esiters of context-
free core grammars of various kinds (e.g. Gazdar 1981)ydicy CG (e.g.
Karlgren 1974, Landsbergen 1982).

Some early extensions to CG were “combinatory” in naturégreding the
core CG with functional operations on adjacent categosash as “wrap”
(Bach 1979; Dowty 1979), functional composition (Ades atee8man 1982),
type-raising (Steedman 1985), and substitution (Szabt®89). These devel-

'See also Pentus 2003. The source of this difficulty is thenéisseise of an axiom schema in the
definition of the Lambek calculus.



opments in turn led to a revival of interest in the non-corabany type-logical
alternative stemming from Lambek’s work in the late 195@iswhich some
but not all of these combinatory extensions emerged asd¢heo(see Oehrle,
this volume).

The distinction between combinatory and type-logical apphes has re-
mained fairly sharp since these early developments. Onrtednand, Combi-
natory Categorial Grammar (CCG) of the kind presented mc¢hapter has re-
tained an active concern with keeping expressive power atareata-theoretic
complexity to a minimum, and has been actively involved vig$ues of lin-
guistic explanation and practical computational lingast including wide-
coverage parsing using statistical models. On the othed,hténe Lambek
tradition of type-logical grammars has been more concewitridtheoretical
issues and relations to logic and theorem-proving.

This chapter presents a formulation of CCG that goes sometowagrd
reconciling this difference. While we retain the combimgtapparatus and
low expressive power, we also incorporate the slash-typhayacteristic of
multi-modal type-logical grammar as the sole means of camshg deriva-
tion in CCG. This move allows the rules of the system to betifird and
selectively used in lexically specified contexts, therefimoving the need for
the category-based restrictions on combinatory rules feithis purpose in
previous formulations of CCG.

We begin by motivating CCG in terms of the current state aftiistic theory
and then outline the modalized version of the formalism. GE€ten applied
to the bounded constructions (binding, reflexivizatioraneNP shift, dative
shift, raising, object and subject control, and passivegxtNwe give anal-
yses for the unbounded constructions (including extra¢tserambling, and
coordination) in a number of languages, including EnglBhtch, Japanese,
Turkish, and Irish Gaelic. Finally, we briefly consider in&ion structure and
parentheticalization in English, and end with some remarkisnplications for
the theory of performance and computational applications.



2 THE CRISIS IN SYNTACTIC THEORY

The continuing need for volumes like the present one raisaesbgious ques-
tion: why are there so many theories of grammar around thage? It is
usual in science to react to the existence of multiple tkesdry devising a cru-
cial experiment that will eliminate all but one of them. Haee this tactic
does not seem to be applicable to these proliferating siiotde=ories. For
one thing, in some respects they are all rather similar. Siomes the similari-
ties are disguised by the level of detail at which the grammpresented—for
example, Tree-Adjoining Grammar (TAG, Joshi 1988) and C&@®8 be re-
garded as precompiling into lexical categories some of ¢lagufe-unification
that goes on during derivations in Lexical-Functional Gnzen (LFG, Bres-
nan 1982), Head-driven Phrase Structure Grammar (HPSGréaind Sag
1994) and other attribute-value grammars. Neverthel@sanks to Reinhart
and Reuland 1991, 1993 and Pollard and Sag 1992, 1994, wiifiedahe
descriptive account considerably), all of the theoriesauriscussion includ-
ing CCG and at least some varieties of Government-Bindirigrimrciples and
Parameters grammar (GB) have essentially the same binki@uyyt with a
lexically defined domain of locality corresponding to theded clause, and a
command or scope relation defined at some level represeuradicate argu-
ment structure, such as logical form. The mechanisms ieehleven when
couched in terms of transformations like “NP movement,hsée be of rather
low expressive power—essentially context-free (CF) araktbgenerable,” to
use Brame’s (1978) term. Many phenomena involving depetidstounded
by the tensed verbal domain, such as raising, control,yiaaton, reflexiviza-
tion, and the like, have this character. While some deeplenabremain—in
particular, the question of what the primitive componerftirguistic cate-
gories themselves are—the theories are all in formal temattypmuch alike
in their analysis of these constructions.

It is only when we consider the unbounded dependencies tbat ¢he
bounds of the tensed clause in constructions such as thveattause, vari-
ous kinds of “reduced” or “gapped” coordinate structuresl ather “stylistic”
constructions, including intonation structure and pdretitalization that the

“Besides those discussed in this volume, others in activenchede Tree-Adjoining Grammar
(TAG, Joshi 1988 and Government-Binding theory itself (@E.a. Principles and Parameters,
the Minimalist Program, etc., Chomsky 1981, 1995).



theories differ in important ways. However, in most cases a@pparatus that is
added to the CF core is sufficiently powerful and expressiagit is impossi-
ble to falsify or to distinguish any of the alternatives oognds of expressive
power. ‘Whmovement” or equivalent coindexing of traces in GB, “fuaotl
uncertainty” or the ability to define dependencies in terfngaths defined as
regular expressions in LFG, set-valued “SLASH featuresHIPSG, certain
classes of structural rules in Type Logical Grammar (TLGhi@g this vol-
ume), are all examples of powerful mechanisms of this kinds & measure
of their expressive power that they have to be attended byisgéy arbitrary
constraints on their operation which are strikingly simttaone or another of
the constraints that limited the classical transformationles that are nowa-
days calledvovE andDELETE, such as the Coordinate Structure Constraint
(Ross 1967) and the Fixed Subject Condition ah@dt-trace” filter, first iden-
tified by Bresnan (1972).

Constraints on rules are not necessarily in themselvesraddignything
wrong with a theory of grammar. They can arise from all kinfiexaragram-
matical sources, such as the requirements of semanticpatier, or the lan-
guage learner. (Island constraints like the Complex NouagthConstraint of
Ross 1967 provide an example of a group of constraints tlwatidprobably
be explained in terms of probabilistically or semanticgllyded parsing rather
than in terms of grammar as such.)

However, when a constraint is observed to hold cross-Istgailly, as in
the case of certain restrictions discussed below whichierelaordinate con-
structions to primary word-order, that fact calls fmmekind of explanation.
One way to provide that explanation is to show that the cairgs stem from
limitations in automata-theoretic power of the grammaalftsA theory that is
incapable in the first place of expressing grammars for laggs that violate
the condition provides a very convincing explanation fogtiey hold. Such
a theory of grammar may also bring beneficial complexity &adrability re-
sults (although such theoretical results do not necegdatilus much about
the actual difficulty of practical processing and languagening for realistic
grammars).

The project of explaining constraints on observed gramraararising in
part from grammar formalisms of low expressive power wasitigulse be-
hind Generalized Phrase Structure Grammar (GPSG, Gaz@&dr, Gazdar



et al. 1985), which tried to capture as much as possible mitlstrictly context-

free formalism. While it was clear from the start that pheeomexisted that
were unlikely to be capturable in this way, the effects ofrsg@uist how many
linguistic generalizationsouldbe captured in context-free terms, supporting a
fully compositional semantics, was extremely salutary.sMuf all, it focused
attention on multiple long range dependencies, since thexggired general-
ization of the mediating SLASH feature to be either a staaksei- valued
feature. In particular the fact that multiple dependenaieBnglish show a
tendency to nest rather than cross, as evidenced by thevfojaninimal pair,

suggested that SLASH features should be stacks.

(1) a. aviolin which[this sonatg]is hard to playupon
b. *a sonata whicHthis violin]; is hard to playupon

The two dependencies in (1a) must nest, rather than inggecals they would
have to for (1b) to have a meaning to do with playing sonatagiains (the
asterisk here means “not allowed with the intended reagling”

However, the tendency to nest multiple dependencies is hyeans uni-
versal. In certain Dutch constructions, multiple depemitsiobligatorily in-
tercalate (Huybregts 1976, 1984; Shieber 1985), as in flevimg example®

(2) ...omdat ik Cecilia Henk de nijlpaarden zag helpen voeren.
... because | Cecilia Henk the hippopotamu‘ses saw help feed

!

L | ‘

‘... because | saw Cecilia help Henk feed the hippopotamuses.’

GPSG itself does not seem to have been particularly amentalaley re-
stricted kind of generalization (although such a geneatibn is implicit in
Pollard 1984 and Gazdar 1988), and constraining autorhatarétic power
ceased to be a major focus of concern during its evolutiom iHRSG. How-
ever, a hnumber of other formalisms, including TAG and CCQhticmed to
explore the possibility of capturing human grammars usowg-power for-
malisms. In particular, Ades and Steedman (1982:522) sigd¢hat theame
stack might be implicated both in the push-down automat@®AjR-haracter-

*The indicated dependencies are those between semantielted arguments and predicates,
rather than surface dependencies between verbs and NPertputhat would be attributed on a
VP analysis of the construction. However, in either casébthiieh dependencies cross.



istic of context-free grammar and in mediating multiple onbded dependen-
cies. Vijay-Shanker and Weir (1990, 1993, 1994) subsedushbwed that
all three formalisms were weakly equivalent to Linear Inebxsrammar, and
delineated a new level in the Chomsky Hierarchy charactdrizy a general-
ization of the PDA, called an Extended Push Down Automatdiyk), which
utilized a single stack of stack-valued features. Subsgtgiplorations with
the TAG and CCG frameworks suggest that this level may bedhedt at
which all syntactic phenomena of natural grammar can beucegt

Such a theory offers the possibility of reducing the operaiMove and
DELETEto what is sometimes calledERGE—that is, the simple combination
of adjacent constituents.

To do this we must begin by standing traditional generatiwgax on its
head.

3 COMBINATORY CATEGORIAL GRAMMAR

Combinatory Categorial Grammar (CCG), like other varietié categorial
grammar discussed by Oehrle, this volume, is a form of |dizied grammar
in which the application of syntactic rules is entirely cdimhed on the syn-
tactic type, orcategory of their inputs. No rule is structure- or derivation-
dependent.

Categories identify constituents as eitpeimitive categorier functions
Primitive categories, such as N, NP, PP, S, and so on, maydazded as
further distinguished by features, such as number, caflection, and the
like. Functions (such as verbs) bear categories idengfifire type of their
result (such as VP) and that of their argument(s)/complésien(both may
themselves be either functions or primitive categorieg)ndtion categories
also define the order(s) in which the arguments must comiine,whether
they must occur to the right or the left of the functor. Eachtagtic category
is associated with a logical form whose semantic type ig@gtdetermined
by the syntactic category, under a principle of “CategoFgde Transparency”
(Steedman 2000b, (hereaftSE).

Pure CG (Ajdukiewicz 1935, Bar-Hillel 1953) limits syntactombination
to rules of functionabpplicationof functions to arguments to the right or left.

“*This conjecture has been challenged by Rambow (1994) arskguently defended by Joshi,
Rambow and Becker (2000).



This restriction limits expressivity to the level of contdree grammar, and
CCG generalizes the context-free core by introducing &rrtiles for com-
bining categories. Because of their strictly type-drivearacter and their se-
mantic correspondence to the simplest of the combinatergified by Curry
and Feys (1958), these rules are caltethbinatoryrules and are the distinc-
tive ingredient of CCG, giving it its name. They are stridtipited to certain
directionally specialized instantiations of a very fewibagperations, of which
the most important argype-raisingand functionatompositior?

Though early work in CCG focused primarily on phenomena iglish
and Dutch, grammar fragments capturing significant crivggsistic general-
izations have been constructed more recently in the frame(eog., Turkish,
Hoffman 1995; Japanese, Komagata 1999; Tzotzil, Trecl}l;ZTagalag and
Toba Batak, Baldridge 2002; Haida, Enrico and Baldridge&R4® this chap-
ter, we present basic aspects of analyses of English, Diaglanese and Turk-
ish, with a particular focus on a generalization for free dvorder that leaves
expressive power at the same low level in the spectrum ofdlgnitontext-
sensitive” grammars (Joshi 1988) as standard CCG. Firthkyproblem of
parsing in the face of so-called spurious ambiguity is ndy easily solvable
with standard parsing methodologies, yielding processbish are of polyno-
mial worst-case complexity and practicable average cas@laxity, as well as
compatible with state-of-the-art probabilistic optintiva (Hockenmaier and
Steedman 2002b; Hockenmaier 2003a; Clark and Curran 2604 3lso di-
rectly compatible under the most restrictive assumptiarssiple with what
is known about human sentence processing, as discussedhbghkus (this
volume).

3.1 Categorial Grammar

In CCG, as in other varieties of Categorial Grammar revielsed/ood (1993)
and exemplified in the bibliography below, syntactic infation of the kind
that can be captured for English in familiar context-freedurction rules like
(3) is transferred to lexical entries like (4):

°A third class of combinatory rules related Substitution Curry and FeysS combinator, are
ignored here.



3S — NP VP
VP — TV NP
TV — {proved finds ...}

(4) proved :=(S\NP)/NP

This syntactic “category” identifies the transitive verbeafsinction, and spec-
ifies the type and directionality of its arguments and thestgpits result. We
here use the “result leftmost” notation in which a rightwaambining func-

tor over a domair into a rangen are writtena /3, while the corresponding
leftward-combining functor is writtea\ B, wherea and3 may themselves be
function categorie8 As in any other theory of grammar, we must assume that
the ensemble of such syntactic category types that canisbhiexhe lexicon

of any human language is subject to universal constraitdtegkto learnabil-

ity, of a kind investigated for CCG by McConville (2006, 2QQising default
inheritance in a hierarchical feature system.

We follow Jacobson (1990, 1992a), Hepple (1990) and Baiari@002);
Baldridge and Kruijff (2003) (and depart fro8P) in assuming that rules and
function categories are “modalized” using feature-valuesindicated by a
subscript on slashes. Specifically, we assume that functitagories may be
restricted as to the rules that allow them to combine witleptfategories, via
slashes typed with four feature values: x, ¢, and-. The effect of each of
these slash-types will be explicated as we introduce eatheofombinatory
rules and define their interaction with the lexical slaspety. The basic intent
is as follows: thex lexical type is the most restricted and allows only the most
general applicative rules; permits order-preserving associativity in deriva-
tions; x allows limited permutation; andis the most permissive lexical type,
allowing all rules to apply. The relation of these types toleather can be
compactly represented via the hierarchy given in Figute 1.

The effect of the slash-types is to permit lexical contra@io€CG’s combi-
natory rules by defining the ability of functional categsrie serve as input to
only a subset of the available rules. Without typed slaslaeguage-specific
restrictions or even bans on some combinatory rules aresgaein order to

®There is an alternative “result on top” notation due to LakntE958), according to which the
latter category is writtef$\a.

"The use of a hierarchy such as this as a formal device is @tiand instead could be replaced
by multiple declarations of the combinatory rules.
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Figure 1: CCG type hierarchy for slash features (adapted Baldridge and
Kruijff 2003).

block certain ungrammatical word orders. With them, the bioratory rules

are truly universal: the grammar of every language utilizeactly the same
set of rules, without modification, thereby leaving all ardimguistic varia-

tion in the lexicon. As such, CCG isfally lexicalized grammar formalism.
See Baldridge (2002), Baldridge and Kruijff (2003), and Hagd Baldridge

(2008) for further discussion of the implications of thessldyping formula-

tion of CCG?

The most freely-combining types of slagland\ allow a category to com-
bine by any combinatory rule. The slashes in (4) are of thietyit will be
convenient to abbreviate this type as a plain forward or Wac#t slash, con-
tinuing to write such categories as before.

In order to allow functors such as (4) to combine with theguanents, we
need combinatory rules, of which the two simplest are thHefahg functional
application rules:

(5) The functional application rules
a XL Y = X (>)
b.Y X.Y = X (<)

Because. is the supertype of all other slash-types, thend\, slashes on
these rules mean thall categories can combine by these rifles.

®The fact that restrictions are not required under this fdatinn of CCG answers a common and
long-standing criticism of the theory from researchershi@a TLG community. However, there
is an obvious duality between restricting rules as to thegmates that they may apply to, and
restricting the categories themselves by distinguishiiffgrént slash-types—see Baldridge and
Kruijff (2003) for an embedding of the modal formulation o€G within a version of CCG which
permits rule restrictions. Furthermore, while it is possiio define a TLG system that acts on the
slash-types and categories described here (see Baldiifif, 2ve do not here assume that typed
slashes are true implicational operators as they are in TLG.

®This accords with the fact that, in TLG, under the residuatimws, all modalities have access
to the base logic (in which the elimination rules corresptm@CG'’s application rules). Note,
however, that it would be entirely possible to devise modélirgys in multi-modal CCG in which



These rules have the form of very general binary phrase tateicule
schemata. In fact, “pure” categorial grammar limited tosthéhese two rules
alone is essentially context-free grammar written in theepting, rather than
the producing, direction, with a consequent transfer ofrttegor burden of
specifying particular grammars from the PS rules to theclaxi While it is
now convenient to write derivations as in (6a), they areaant to conven-
tional phrase structure derivations (6b):

(6) a. Marcel proved completenesk. Marcel proved completeness

NP v NP
NP (S\NP)/NP NP
(S\NP)/ N ~_—
S\NP vP
S S

It is important to note that such tree-structures are siraplgpresentation of
the process of derivation. They are not structures that tede built by a
processor, nor do they provide the input to any rules of gramm

Despite this close correspondence, the categories lghblénnodes of the
derivation in (6a) are much more informative than the atosgimbols in the
tree (6b). Subcategorization is directly encoded in funceiegories rather
than implicitly in syntactic productions or through the udé@reterminal sym-
bols such a¥anss Virans aNdViirans:  FUrthermore, there is a systematic cor-
respondence between notions suchraiansitive andtransitive— after the
transitive categoryS\NP)/NP consumes its object argument, the resulting
categoryS\NP is exactly that of an intransitive verb. This is a result o th
way lexical categories are defined in combination with thivensal rules of
functional applicatiort?

Categories can be regarded as encoding the semantic typeiofransla-
tion. This translation can be made explicit in the followepanded notation,
which associates a logical form with the entire syntacttegary, via the colon
operator, which is assumed to have lower precedence thamatbgorial slash
operators. (Agreement features are also included in thastjo category, rep-
resented as subscripts, much as in Bach 1983. The featise'thderspeci-
fied” for gender and can combine with the more specifisthby a standard

some categories can be used with composition rules but ribtappplication, as in Jacobson’s
analysis of raising (1992b).

YSee Oehrle, this volume, for a deductive explanation withinLambek framework of the rela-
tionship between categories and phrase structure labels.
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unification mechanism that we will pass over here—see ShiEdg6.)*
(7) proved :=(S\NPss) /NP : AxAy.provexy
We must also expand the rules of functional application éxsiime way:

(8) Functional application
a. XAY:f Y:a = X:fa (>)
b.Y:a X\.Y:f = X:fa (<)

All such combinatory rules are subject to a similar transpay condition to
the Principle of Categorial Type-Transparency, calledRhiaciple of Com-
binatory Type-TransparencyP), which says that the semantic type of the
reduction is the same as its syntactic type, here functiapglication. They
yield derivations like the following:

(9 Marcel proved completeness

NP3sm: marcel (S\NPsg)/NP: AxAy.provéxy NP:completeness
>

S\NPss: Ay.provécompletenes$g

S: provécompletenedsarcel

The derivation yields the category S with a compositionripretation, equiv-
alent under a convention of left associativity to (10a):

(10) a.(provécompletenesmmarcel b. prove’ completenessmarcel’

Thus, the traditional subject-predicate structure refigat-command relations
exhibited in (10b) is expressed at the level of proposititogical form or LF-
structure.

"t is possible to bind arguments in semantic representgtiting mechanisms other than those
of theA-calculus. For example, Steedman (1990), Zeevat (1988Maffchan (1995) employ uni-
fication for this purpose. The use of thecalculus as the representation framework is also optional
since interpretations can instead be encoded with otheegeptation languages such as Indexed
Languages (Zeevat 1988), Hybrid Logic Dependency Sengafiiwijff 2001) or Minimal Recur-
sion Semantics (Copestake, Lascarides and Flickinger)2@@# Baldridge and Kruijff (2002) for
an approach which integrates CCG with Hybrid Logic Deperge®emantics, and Villavicencio
(2002) for one which uses Minimal Recursion Semantics withe context of Unification-Based
Generalized Categorial Grammar.

11



3.2 Coordination

Coordination is captured in the present version of CCG wéaftiiowing cat-
egory schema for conjunctions lilend, allowing constituents of like type to
conjoin to yield a single constituent of the same type:

(11) The Conjunction Category
and :=(X\,.X) 4X

The » feature on the slashes of this category restrict it to combirly by
the application rules (5). It gives rise to derivations like following:

(12) Marcel conjectured and proved completeness
NP (S\NP)/NP (X\,.X) AX (S\NP)/NP NP
((S\NP)/NP)\.((S\NP)/NP)
(S\NP)/NP
S\NP i
S

3.3 Composition

In order to allow coordination of contiguous strings thag¢ aot standardly
assumed to constitute constituents, CCG allows certathduioperations on
functions related to Curry’s combinators (Curry and Feys8)9For example,
functions maycomposeas well as apply, under the following rul&s:

(13) The harmonic functional composition rules
a XLY:f Y/Z:g = X/[Z:Azf(g2) (>B)
b. Y\.Z:g X\.Y:f = X\, Z:Azf(g2 (<B)

The operation of these rules in derivations is indicated myderline in-
dexed>B or <B respectively (because Curry called his composition combi-
nator B). The¢ slash-type means that only categories bearing that type or
the most generaltype (here abbreviated as plain slash) may compose. Cate-
gories bearing the incompatibletype or the least generaltype (such as the

The semantics of this category, or rather category schensamewhat complex, and is omitted
here.

*Combinatory rules like functional composition resembleighly restricted (because they are
type-driven rather than structure-dependent) class ofégaized” or “double-based” transforma-
tions of the kind proposed in Chomsky 1957.

12



conjunction category (11)) cannot combine by these rules.

Without the use of the hierarchy given in Figure 1 relatingarious types,
the forward composition rule would be stated with the folleg/four instanti-
ations (the semantics for which is as in (13)):

(14) a. X.Y Y/Z = X/Z
b. X.Y Y/Z = X/Z
c. X/Y YZ = X/Z
d X/Y Y/zZ = X/Z

We explain why only these four mixtures are utilized foB in section 4.

The effect of (13a) can be seen in the derivation of sentelioeq15),
which crucially involves the composition of two verbs to Igiea com-
posite of the same category as a transitive verb. It is inambrto ob-
serve that composition also yields an appropriate intéaioe for the com-
posite verbmight prove as AxAy.might(provex)y, an object which if ap-
plied to an objectompletenesand a subjecMarcel yields the proposition
mightprovécompletenesgmarcel. The coordination will therefore yield an
appropriate semantic interpretatith.

(15) Marcel conjectured and might prove completeness
(S\NP)/NP (X\,.X) fX (S\NP)/VP VP/NP NP
:marcel :conjecturé :and : might : prové : completeness

S\NP)/NP

- AxAy.might (provex)y

>
((S\NP)/NP) \*5 S\NE)/NP
: AtvAxAy.and (might (provex)y)(tv xy)
(S\NP)/NP
: Axy.and (might (provex)y) (conjecturéxy)
S\NP g

: Ay.and (might (provécompletenesyy) (conjecturécompletenessy)

S: and (might (provécompletenesgmarcel)(conjecturécompletenesmarcel)

CCG generalizes composition By for smalln—e.g.
(16) XLY:f (Y/W)/Z:g = (X/W)/Z:AAw.f((g2w) (>B?)

Among other consequences, this generalization permitahvedbs to com-
pose into ditransitive verbs, as in the following:

“The analysis begs some syntactic and semantic questions thleocoordination. SeBSlfor a
more complete account.

13



(A7)  might give
(SINP)/VP (VP/NP)/NP
((S\NP)/NP)/NP

CCG includes a further related family of binary combinatares first pro-
posed by Szabolcsi 1989, 1987, based on the combiSatwhich Steedman
1987 called rules asubstitution These rules are not discussed here, except to
note that they are subject to a similar generalization, sstijgg the following
generalization about allowable binary rules in C&G:

(18) Binary rules in CCG are those whose semantics correlsptanthe ap-
plication to the principal functoX|Y of a combinatory term of bounded
size made up of the unary combinat@sndS, plus application of the
result to the subordinate functéf|Z.

3.4 Type-Raising

Combinatory grammars also include type-raising rulesctviirn arguments
into functions over functions-over-such-arguments. €heses allow argu-
ments to compose with the verbs that seek them, and therebypéat in coor-
dinations as in (20).
(19) Forward type-raising>T)

X:a = T/i(T\iX):Af.fa
The subscript on the slashes means that they both have the same type as what
ever function ;X the raised category is applied to. T is a metavariable over
categories. If instantiated &sit allows the following derivation:

(20) Marcel proved and I disproved completeness
NP (S\NP)/NP (X\,X) 4&X NP (S\NP)/NP NP
S/(S\NP) S/(S\NP)
S S
(S/NP)\«(S/NP)
S/NP
S >

For example, the basic composition rules (13) and (26) aaeyB plus application, rule (16) is
BBB plus application, and so on. We are grateful to Fred Hoyt fecubsions on this question.

14



The variableX in type-raising is restricted to primitive argument catégs,
NP, PP etc., and to primitive functors like verbs. It therefoesembles the
traditional notion ofcase—in this case, the nominative. Unlike the other com-
binatory rules, it can be regarded as a lexical or morphotdgevel process,
although for an almost caseless language like English ftéaonvenient to
include it in the derivation, as above, via a unary rule, anthct this is how
it is implemented in parsers like Hockenmaier and Steedr@212and Clark
and Curran 2004. We shall see later that English includesdutype-raising
categories corresponding to all the other traditional s4se

4 THE COMBINATORY PROJECTIONPRINCIPLE

We have given examples of several rules that encode thectintaflex of a

few basic semantic functions (combinators). However, gelaset of possible
rules could be derived from the combinators. CCG restriwsset to be only
those which, in addition to the aforementioned Principl€ombinatory Type-
Transparency, obey the following further principles:

(21) The Principle of Adjacency:
Combinatory rules may only apply to finitely many phonoladig real-
ized and string-adjacent entities.

(22) The Principle of Consistency:
All syntactic combinatory rules must be consistent withdfrectionality
of the principal function.

(23) The Principle of Inheritance:
If the category that results from the application of a corabiny rule
is a function category, then the slash type of a given argtiimetihat
category will be the same as the one(s) of the correspondiugreent(s)
in the input function(s).

The first of these principles is merely the definition of condtors themselves.
The other principles say that combinatory rules may not rider but must
rather “project,” the directionality specified in the leait More concretely,

'*To the extent that both type-raising and case associatiesniiith roles in actions, they are both
akin to the psychologists’ notion of the “affordance” of aqept, as that word is used by Gibson
(1966) and his followers—see Steedman 2002.
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the Principle of Consistency excludes the following kindulé:
24 X\.Y Y = X (disallowed)

The Principle of Inheritance excludes rules like the follogvhypothetical in-
stances of composition:

(25) a. XLY Y.z = X\Z (disallowed)
b. XLY Y.z = X/Z (disallowed)

On the other hand, these principles do allow rules such a®llogving, along
with generalization along the lines of (16):

(26) The crossing functional composition rules
a XL Y:f Y\ ,Z:g = X\, Z:Azf(92 (>Bx)
b.Y/Z:g X\, Y:f = X/Z:Azf(g2 (<Bx)

Such rules are not theorems of type calculi such as that ofbekn(1958)

and its descendants, and in fact cause collapse of sucHi¢atopermutation

completeness if added as axioms (Moortgat 1988), a fachdsatnotivated the
development of multi-modal varieties of categorial grammihin the type-

logical tradition by Hepple (1990) and Morrill 1994, cf. Q& this volume.

While such rules do not cause a collapse in C&@n without the modalities
the present use of slash-types to provide finer control dverules is directly
inspired by multi-modal categorial grammar (see Baldridge?2).

5 THE BOUNDED CONSTRUCTIONS

The treatment in CCG of the bounded constructions traditlgrknown as

Reflexivization, Dative-shift, Raising, Object- and SutjeControl, and Pas-
sivization is equivalent in essence to the treatment ofeth#senomena in
G/HPSG and LFG (and is unlike the treatment in GB, TAG, andtype-

logical varieties of CG discussed by Oehrle in the presehime) in that it

expresses the underlying dependencies and structures &l of logical

form, rather than at the level of derivation. The logicalnigrin question as
they are presented here are extremely simplified and leang sganantic sub-
tleties to be specified in meaning postulates that we do reutifsp
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5.1 Binding Theory

We define a structural notion of LF-command over logical fetlike the one
built in derivation (9), along lines set out more fully in 8thnan 1996, (here-
after,SS).

(27) LF-command a nodea in a logical formA LF-commands a nod@ in
A if the node immediately dominating dominates{3 and a does not
dominatep.

(The relation “dominates” is defined as the recursive ttanesclosure of the
parent relation. The relation “immediately dominates” &fided as holding
between the first branching node that dominates a node atddta.)

If the LF interpretations of bound pronouns and reflexivafreocal
anaphors bound in a logical for are defined as (non-branching) “pro-
terms” of the formpro'x, andx, in whichx is identical to some other node in
A\, then a binding theory much like that of Chomsky (1981) cauléined:’
For example, Condition C of the binding theory, which ruleg He likes
John, He thinks Mary likes Johpetc., can be defined as follows:

(28) Condition C No node except the argument in a pro-term may be LF-
commanded by itself.

We shall see directly that Condition A of the binding theawitdws immedi-
ately from Condition C and the assumption that reflexivizais lexicalized.
Condition B, which says that pronouns must not be bound iim kbeal tensed
domain) is claimed if5Slto arise because pronominal anaphonaatexical-
ized, but mediated by contextual update.

5.2 Reflexivization

Condition A says that reflexives etc. must be bound in theialléensed do-
main, excludingHimself; likes Harry, *Harry; thinks Sally likes himselfand
the like. This is naturally captured in CCG if we follow Rearhand Reuland
(1991, 1993) in assuming that reflexivization is lexicaliz§We also follow
those authors and Pollard and Sag 1992 in assuming thatsBnglilexives
have logophoric homonyms that are pronominal and not stitjg€ondition

“For two nodes to be identical, one must be a pointer to the.dthere equality of content is not
identity.

17



A). That is to say that the pronoutself, like all noun phrases, is type-raised.
Unlike most arguments, it is a clitic, like Frensh which means that it is spe-
cialized to apply only tdexical verbal categories. The natural way to capture
this specialization is to define it as a lexicon-internal ptarogical operator.

Its category is as follow&?

(29) -itself :=(S\NPssp)\Lex((S\NPssp) /NP) : ApAy.p(andy)y

It gives rise to derivations like the following

(30) The fixed-point theorem proved —itself
S/(S\NPssp) (S\NPagr) /NP (S\NP3sn)\LEx((S\NP3sp) /NP) :
fptheorem AXAY.provexy ApAy.p(andy)y
S\N PgsnI
Ay.prové (andy)y

S: prové (andfptheorem)fptheorerh

The logical form yielded by above the example conforms toditoon C (28).

However, it should be observed that a category parallel ¥ tf2at would li-

censefltself proved the fixed-point theorewould be in violation of Condition
C (28), and cannot therefore exist in any language. Moretbvebinding cap-
tured in (10) is by definition limited to the domain of a leXigarb. Condition

A is therefore captured without further stipulation.

5.3 Heavy Noun Phrase Shift

The availability of backward crossed composition (26bdwalt us to account
for the fact that most adjuncts and second arguments cart onder with the
first argument of the verb, via derivations like the follogin

®This category can be thought of as suggestive of a more iedddtrategy using the unary modal-
ities of TLG. For example, we could assume, similar to Mb(fib88) and Hepple (1990), that all
categories from the lexicon are encapsulated in unary ritedalThus, a transitive verb from the
lexicon would appear a@ﬁexqex((S\N Pagr)/NP), and the category fdtself would then be de-
fined asTl, Ctex((S\NPssn)\ (Dl tex((S\NPssn) /NP)) ) instead of (29). For a derivation without
the reflexive, the unary modalities on the transitive catgegan be dropped (via TLG'’s residua-
tion laws for unary modalities, which in CCG would be enaaisihg the unary ruIEilO]X = X)

to allow the category to be used in the usual manner. Using/umedalities in this manner would
ensure that the category tifinks that Mary likesvould be(S\NPygr) /NP (lacking lexical unary
modalities) and thus not be an acceptable argument for tegag given above faitself, thereby
blocking ungrammatical sentences such&se dog thinks that Mary likes itsglf
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(32) I introduced to Marcel my very heavy friends

S[SINP): (SINP)/PPro)/NP: S\(S/PPro) . S\E/).
Ap.p mé )\x)\y7\z.|ntroducéyx§ Ag.q marcel Ar.r friends
(S/PPro)/NP:

AxAy.introducéyx mé
Bx

S/NP: Ax.introducémarcelx mé

S: introducémarcelfriendsme
Such derivations preserve the binding condition C at thellef/logical form
as required by the following:
(32) lintroduced to each other some very heavy friends.

The crucial involvement of the type-raised PP category aisedicts that
preposition stranding will be incompatible with the HNPShstyuction, as in
(a), despite the possibility of strandiimgsitu propositions as in (b), which in-
volves the unraiseBP/NP (traces are included to indicate intended readings):

(33) a. *Who did you introduce tbyour very heavy friends?
b. Who did you introduce your very heavy friendg to

A derivation similar to (31), suggested as an exercisewalladjuncts of
type S\S, VP\VP, etc. to take part in the construction, as in the following
example:

(34) 1 shall meet tomorrow some very heavy friends from Habok

5.4 Dative Shift

The ditransitive category for a verb likgveis as follows!®
(35) gave :5((S\NP)/NP)/NP : AxAyAzgiveyxz

Theo type of the first slash is incompatible with combination \ia back-
ward crossed composition rule (26b). Ditransitives themetannot undergo
HNPS, ruling out sentences like the following, despite thet that the type-
raised accusative would otherwise permit a derivationagals to (31):

(36) *I gave a book my very heavy friend from Hoboken.

®For reasons discussed by Oehrle (1975), we should not aghairtke predicatgive is identical

to that of the verb inl gave the flowers to Marceln fact, the binding facts force the assumption
that the underlying predicate Marcel showed me/*myself to *me/mysaf¥erses the command
relations between object and showee.
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The category is otherwise unremarkable, apart from thetfettthe com-
mand relation of the two rightward argumentsdgerseetween the surface
derivation (which is suggested as an exercise) and thedbfpem that re-
sults from category (35), in whickLF-commandgy. This property (which, as
we shall see in section 6.2, is universal in SVOX, VSOX, XO8&wl XOVS
constructions) captures the following binding assymettneen indirect and
direct object for ditransitive verbs, via Condition C (28):

(37) a. Marcel showed me mysglfowaname)memarcet
b. *Marcel showed myself m&nowme (aname)marcet

The type-logical varieties of CG discussed by Oehrle in tukime typ-
ically eschew such “intrinsic” use of logical form (and irdkthe entire ac-
count of binding offered here). Instead, such grammars<alyi reverse the
order of indirect and direct object in the syntactic catggoir ditransitives,
so that accusative as first argument commands dative asdseameh include
the WRAP operations first introduced by Bach (1979) and Ddd8y79), to-
gether with corresponding slash-modalities (Jacobso2dQ%o recapture the
now-inconsistent English word-order.

Such an alternative is not without appeal. However, it dyeaamplicates
the grammar in other respects, especially as concerns toesiof coordina-
tion presented in section 6.2 below.

5.5 Raising

Raising verbs likeseemhave categories like the following:

(38) seems :#S\NP)/(Sro\NP) : ApAy.seemipy)

The primitiveseerhis a modal or intensional operator which the interpretation
composes with the complement predicate, thus:

(39) Marcel seems to drink
S/(S\NP)  (S\NP)/(Sro\NP) (Sro\NP)/(Snr\NP) Snr\NP
:Ap.p marce!l : ApAy.seerf(py) SAp.p : drink/
Sro\NP: drink/

S\NP: Ay.seer(drinK'y)
S: seem(drink'marce)

>
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This analysis can therefore be viewed as a lexicalized mersi Jacobson’s
(1990; 1992b) analysis of raising, according to which a yr@mposition
combinator or “Geach Rule” applies to to a suitably slastdatity -restricted
category which we might write @&ems= S/gSro : seemh However, all unary
rules in the present version of CCG are lexicalized.

Auxiliaries should be analyzed as modality-contributiaiging verbs of this
kind, as Clark (1997) points out.

5.6 Object-Control

Persuadés one of a class of verbs where surface objects control amitinél
complement’s subject, and which are completely free irrtinégraction with
other operations such as passivization and Heavy Noun ®Bia#:

(40) a. | persuaded Marcel to take a bath.
b. | persuaded Marcel to bathe himself.
c. Marcel was persuaded to take a bath.
d. | persuaded to take a bath my very heavy friend from Hoboken

The CCG lexical entry for such verbs is as in the followingrapée:
(41) persuaded :{S\NP)/(Sro\NP))/NP: AxApAy.persuadép(anadx))xy

The subject of the infinitive at the level of logical form is@permanax bound
to the object. The controlled infinitival subject may in tunind a reflexive, as
in (40b), to make logical forms like the following for (40lyhich is consistent
with Condition C (28):

(42) S: persuad&bathé(and(andmarcel))(andmarcel))marcelmé

The category permits HNPS, on the assumption that the infihitomple-
ment can type-raisé*

*The possibility of both extraction out of, and HNPS over,iitival complements means that
they must have both unraised and raised categories.
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(43) I persuaded to take a bath my very heavy friends

S/(S\NP) ((S\NP)/VPro)/NP: S\(S/VPro) : S\(S/NP) :
Ap.pmé AxAyAzpersuadéxz Aq.q (tak€bath) Ar.r friends
2
(S/VPro)/NP:
AXAy.persuadéyx mé .

S/NP: Ax.persuadgtakeébath)x mé
S: persuadgtakebath)friendsmé

A small class of verbs likeeetake bare infinitival complements and seem to
be similarly free (although the passive form mysteriousgas ao-infinitival
for which there is no correponding active).

(44) a. | saw Marcel take a bath
b. Marcel was seen to take a bath.
c. | saw take a bath my very heavy friend from Hoboken.

The category is parallel to (41):
(45) saw :=((S\NP)/(Snt\NP))/NP: AXApAy.seé(p(andx))xy

Other superficially similar control verbs are more idiogwtic, and the data
are sometimes a little uncledExpectseems to passivize, but not to be com-
patible with Heavy NP Shift:

(46) a. | expect Marcel to take a bath
b. Marcel was expected to take a bath.
c. *l expected to take a bath my very heavy friend from Hoboken

The latter observation can be captured by imposing the diantype on the
first slash, preventing the backward crossed rule from camngexpectand
to take a bathanalogously to derivation (43):

(47) expected :#(S\NP)/(Sro\NP)) .NP : AXxApAy.expectp(andx))xy

Other object control verbs are more restricted, appareejiycting not only
HNPS but also passive:

(48) a. I wanted Marcel to take a bath
b. *Marcel was wanted to take a bath.
c. *l wanted to take a bath my very heavy friend from Hoboken.
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We follow Jackendoff (1972) and Sag and Pollard (1991) immésg that the
incompatibility of passivization arises from the thematie of the object in
interaction with the interpretation of the passive itsélflhile this could be
realized syntactically via morphologically null case-kiag, we will assume
for present purposes that the anomaly of (48b) is seméhtic.

(49) wanted :{(S\NP)/(Sro\NP)) /NP : AxApAy.want(p(andx))xy

Bach, Dowty, and Jacobson treat object control verbs aret dilransitives
as having a “wrapping” category, taking the object and itifial arguments in
the opposite order and combining them with a special contbigaule. As in
the case of raising, the present category (49) can be seeriealizing a ver-
sion of this analysis involving a unary version of the “conting” combinator
C, where

(50) Cfxy= fyx

However, the inclusion oi’RAP as a projective syntactic operator considerably
complicates the account of coordination developed inse@&i2 below, so the
present theory continues to lexicalize all unary ruleduding WRAP.

5.7 Subject-Control

A number of intransitive verbs support subject control:
(51) 1 wanted/expected/promised to take a bath

The categories are like the following:

(52) wanted :{S\NP)/(Sro\NP) : ApAy.want(p(andy))y

A much smaller class of subject control verbs take objeataliy promise
These verbs are incompatible with HNPS and passive:

(53) a. | promised Marcel to take a bath
b. *Marcel was promised to take a bath.
c. *| promised to take a bath my very heavy friend from Hobaken

The category is as follows:

(54) promised :X(S\NP)/(Sro\NP)) /NP : AXApAy.promisé(py)xy

N fact, a search on the internet turns up positive examflsaah sentences, such as the follow-
ing utterance by a native speaker of (Australian) Englistias writing it because | was wanted to
write, but | didn’t know what | wanted to write
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Again, the anomaly of passive is assumed to be semanticgimmppresumable
stemming from the absence of an LF-commanding antecedethtf@omple-
ment subject. Oddly, the past participlegybmise(but apparently notvani
is allowed with subject control if the complement is also passas in

(55) Marcel was promised to be left alone.

This observation seems to confirm Jackendoff’s view thaati@maly of cer-
tain controlled passives is semantic rather than synteétic

5.8 Other Lexically Headed Bounded Constructions

Certain other constructions that have received attentiibhivConstruction
Grammar (CxG) approaches (Goldberg 1995, 2006; Croft 2681 e simi-
larly lexicalized in CCG.

For example, we will assume that passives are derived frdiveswia lex-
ical function application of the following category assaeid with the mor-
phemeen applying to the first rightward argument of the base catggdnere
/... schematizes over categories with zero or more furtherwigit argu-
ments, such as ditransitives and control verbs,Jandsimilarly schematizes
over their interpretations:

(56) -en :=((S\NP)/ .. )\Lex(((S\NP)/...)/NP) : ApA...AX.p...x oné

This category yields the following lexical entries for thasgives of the verbs
discussed abové:

(57) a. proven :=Sen\NP: Ax.provex oné

b. given :=(Sn\NP)/NP: Ax)y.give yx oné

c. persuaded :£SN\NP)/(Sro\NP) : ApAy.persuadé&p(andy))y oné

d. promised :5{Sen\NP)/(Sro\NP) : ApAy.promisé(p(angoné€))y oné
The latter category licenses badttarcel was promised to be left alonand
#Marcel was promised to leaveOn the simplifying assumption thag, like
to, is an identity function, so thab be left alonas semantically an agentless
passiveSro\NP: Ax.leavealoné(andx )on€, the respective logical forms are
as follows:

Zpgain, similar to what is noted in footnote 21, a search oerimt comes up with plenty of
positive examples, such dorgan was promised to receid#2 million for the project in the next
fiscal year

#By-passives are assumed to be derived by a similar rule teethtirby-PP as a manner adverbial
semantically linked by an event variable that we suppress he
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(58) a. promisé(leavealoné(andmarcel)oné)marceloné
b. promisé(leavé(andoné€))marceloné

Both are impeccable in terms of the binding theory, so thereatpof the latter
must stem from aspects of semantic representation thabaesldressed here.
Itis similarly assumed that the anomaly of the followinggiass has a seman-
tic source (see Huddleston and Pullum 2002:1432), althanghese cases
feature-based lexicalized exclusion is technically gaegicf. Croft 2001:49):

(59) a. #The best beaches on the East Coast are boasted meS&eg
b. #Seven dollars was cost by this pack of cigarettes.
c. #The Famous Five were befallen by a strange adventure.
d. #A hundred people are held by this auditorium.
e. #Politics was being talked by the guests
f. #A ton is weighed by this suitcase.

Similarly, the following examples suggest that tiveay construction” ana-
lyzed by Jackendoff (1990) and Goldberg (1995, 2006) isifipalty headed
by the reflexivenis way

(60) a. Marcel slept his way to the top.
b. # Marcel slept a/the/Anna’s way to the top.
c. # Marcel slept his path/career to the top.

We can therefore regard such reflexives as a morpholexieabtp analo-
gous to the reflexive (29). For example:

(61) -his way ZZ((S\Npgsn)\LEx(S\NPgsn))/PPLoc

: ApAQAy.causé(iteraté (qy))(result (py))
Alternatively, the possessive pronouns themselves cammhsidered as bear-
ing an alternative, “multiplely-rooted”, category, mapgithe word “way”

(or some very restricted class of constituents of tipleeaded by nouns like
“way”) onto the above category via vacuous abstractiorshu

(62) -his :=(((S\NPssn)\Lex(S\NPssp))/PPLoc) /" way’
: NiApAgAy.causé(iteraté (qy)) (result (py))

The fact that these categories make phrases like “his wayettolp” into ad-

**See Hockenmaier 2003a for an extended analysis of headfeatare passing in CCG parsing,
where it is needed for statistical modeling.
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juncts may explain the fact that extractions like the follogyseem bad?®

(63) a. *Where did you sleep your way to?
b. *To the door Marcel sneezed his way.

A large number of other constructions identified by Goldbeag be lexical-
ized with similar apparatus, from idioms like “kick the bwtkand a number
of causatives like “hammer the metal flat” to fully produeticonstructions
such as the ethic dative exemplified in “cry me a river” (cf.eflle and Sch-
abes 1989 and Kay 2002). Some unbounded cases are consitdesstion

6.4 below.

6 THE UNBOUNDED CONSTRUCTIONS

The effect of including rules corresponding to the comlireB andT is to
induce a rebracketing and reordering calculus over thegstrand derivations
that the lexicon and application alone determine, in whioére type-driven
derivational step is guaranteed to project function argumredations correctly.
The fact that the syntactic combinators can be lexicallyrided by typed-
slashes means that languages like English and Dutch, inhwhirdering is
quite limited, can be captured without generating unddssa@ambled word
orders. A number of linguistic predictions follow.

6.1 Unbounded Extraction and the Across-the-Board Comdliti

Since complement-taking verbs likgink, VP/S, can in turn compose via rule
(13a) with fragments likeMarcel proved S/NP, derived as in (20), we cor-
rectly predict the fact that right-node raising is unbouhdes in (65a), and
also provide the basis for an analysis of the similarly umiztad character of
leftward extraction, as in (65b), without movement or emgédyegories, via
the following category for the relative pronoun:

(64) that = (N\N)/(S/NP) : ApAnAx.(nx) A (pX)

*\We are indebted to Cem Bozsahin for drawing our attentiorxamngles like (63).
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(65) a. [l conjecturedjnp and [you think Marcel proved]yp complete-
ness.
b.  The result [thatl, n)4s/np) [I conjecturedgnp and [you think
Marcel provedd/np.
c. xThe man [whojv,n)4sne [[you think thatls [proved

completenessg|np].s/np-

It is the category (64) of the relative pronoun that estaleksthe long-range
dependency between noun and verb (via the non-essentiaifube (non-
essential) variable in the logical form). This relation too is established in
the lexicon: syntactic derivation merely projects it onte tclausal logical
form. In the terms of the Minimalist Program (MP) of Chomsky,which
such relationships are established by the operatiowE, it should be clear
that CCG reduces this operation to the other major MP o#TBIitERGE, Since
composition and type-raising, as well as application, espond to the latter
more basic operation. It is thefeature on the complement-taking vehink
that allows the crucial composition in (65b) and preventssed composition
in the xthat-t constraint-violating (65¢3°.

Thex type of the conjunction category (11) means that it can cambke
typesonly by the application rules (5). Hence, as in GPSG (Gazdar 1981)
this type-dependent account of extraction and coordinatie opposed to the
standard account using structure-dependent rules, miagesctoss-the-board
condition (ATB, Williams (1978)) on extractions from codmdte structures a
prediction or theorem, rather than a stipulation, as camatibn of the types
involved in the following examples will revear:

**seeSSland Baldridge 2002 for details, including discussion ofgibssibility of subject extrac-
tion from bare complements, and other extraction asymesetri

7" akoff (1986) suggested on the basis of examples first ribtipe Ross 1967 and Goldsmith
1985 likeWhat did you go to the store and hiyow much beer can you drink and not get sick?
This is the stuff that those guys in the Caucasus drink eveyyadd live to be a hundrethat the
coordinate structure constraint and the ATB exception arnésion. This argument has recently
been revived by Kehler (2002) and Asudeh and Crouch (200@)veier, it has always also been
argued (by Ross and Goldsmith, among others including fdtafself in an earlier incarnation)
that these extractions involve another, non-coordinatbplinating lexical category for “and”,
and as such do not constitute counterexamples to the catedstructure and ATB constraints
after all.
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(66) a. The result [th@Q\ON%(S/Np) [[Harry conjecturedd,np and [Marcel

provedk/nels/npIny N

b. The result [tth\ON)é(S/NP) [[Harry conjecturedd,np and [Marcel
proved was correci]ne] S/NP]N\ON

c. The result thfg,(,\oN)é(S/Np) *[[Harry conjectured,np and [Marcel
proved itk]]

d. The result th%\oN)é(s/Np) *[[Harry conjectured it and [Marcel
provedknel

It also predicts Williams’ “same case” condition on the ATB

(67) a. The result th@i\ons/Np) *[[Marcel provedkne and [amazed
mels npl
b. The result th%\ON)é(S/NP) *[[Marcel proved was correcgjyp and

[amazed mej np)
c. The result th%\ON)é(S/Np) *[[amazed mednp and [Marcel
proved el
However, in the case of (67¢), there is an alternative déoind68a) that treats
Marcel provechs an entire reduced relative clause modifier of typhl, which
can coordinate witlthat amazed mgy, equivalent to (68b), so that (67c) is
allowed?®

(68) a. The result [[that amazed me), and [Marcel proved]\n]
b. The result [[that amazed mgk, and [that Marcel proveg] n]

This alternative is not available for (67a,b), since thebpliraseS\NP cannot
act as a reduced relative. Thus, we also capture this asymrarteption to
the same-case condition on the across-the-board excdptiRass’s Coordi-
nate Structure Constraint.

6.2 Argument Cluster Coordination

This apparatus has also been applied to a wide variety oflawation phenom-
ena, including English “argument-cluster coordinatidivackward gapping”

e pass over the question of exactly how reduced relativeaszigned the categdii N, noting
that in the CCG version of the Penn treebank (CCGbank, Hooker and Steedman (2007)), this
is done with a unary rule that tur@y'NP into N\N.
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and verb-raising constructions in Germanic languages,Earglish gapping.
The first of these is illustrated by the following analysign Dowty (1988),
in which the ditransitive verb categdiyP/NP) /NP is abbreviated aBTV,
and the transitive verb categovf?/NPis abbreviated agV:?°

(69) give Walt thesalt and Malcolm the talcum
DTV TV\.DTV VATV (XLX)iX TV\.DTV VATV
~VP\.DTV VP.DTV
(VP\.DTV)\,(VP\ DTV) _
VP\.DTV
VP

Since we have assumed the previously discussed rules ohfdtype-raising
(>T) and forward composition{B), this construction is correctly predicted
to exist in English by arguments of symmetry, which implyttteeir backward
varieties,<T and<B must also be assumed.

Given independently motivated limitations on type-rajsiexamples like
the following are still disallowed®

(70) *Three mathematicians [[in tesy [derive a lemmagd np] and [in a hun-
dred prove completeness.]

6.3 Germanic Crossing Dependencies

The availability ofcrossedcomposition (26) to the grammar of in Dutch and
certain Swiss dialects of German allows crossed depeneeras in the fol-
lowing example (from Shieber):

*In more recent work, Dowty has disowned CCG in favour of TL&cduse of “intrinsic” use
of logical form to account for binding phenomena that it éstas discussed above. See SSI for
further discussion.

*This appears to offer an advantage over non-type-raisinguats using the product operawor
of Lambek (Pickering and Barry 1993; Dowty 1997).
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(71) das  mer em Hans es huus halfed aastriiche

that we-NOM Hans-DAT the house-ACC helped paint
NPrTwm NPLat NP:I\CC ((&SUB\NPnom)\NPdat)/VP VP\NPECC
((S+58\NPoom)\NPaa)\NPace
(S+SUB\NPn0m)\NPdat -
St suB\NPrnom
Sisus g

“that we helped Hans paint the house”

The- slash-type of the verligilfedandaastriichtepermits the forward crossed
composition rule (26b) to apply. The tensed verb is distisiged as the head
of a subordinate clause via the featiwes. The type-raised NP categories

are abbreviated a¥Plase since the fact that they are raised is not essential
to understanding the point about crossing dependencieas. ctirrectly pre-
dicted that the following word orders are also allowed ireasst some dialects
(Shieber 1985:338-9):

(72) a. a. das mer em Hans halfed es huus aastriiche.
b. b. das em Hans mer es huus halfed aastriiche.
The construction is completely productive, so the depecidsrare not only

intersective, but unbounded. For example, we have theviollp (also from
Shieber):

(73) das  mer tchind em Hans es huus l6nd halfe aastriiche
that we-NOM the children-ACC Hans-DAT the house-ACC let help paint
NPiom NPLc NPl NPle  ((Srsus\NPhom)\NPaco) /VP (VP\NPga)/VP VP\NPace

>B2

(((&SUB\NPnom)\NPacc>\NPdat> /VP
(((&SUB\NPnom)\NPacl:)\NPdat)\Npacc
((S-508\NProm) \NPaco) \NPaar i
(&SUB\NPnom)\NPacc
SH;UB\NF’ngm -

Sisus
“that we let the children help Hans paint the house”
Again the unbounded dependencies are projected from tieldrame of
the verb, without syntactic movement.
Such crossing dependencies cannot be captured by CFG aadiliax rise
to proposals for “verb-raising” transformational opesat. The fact that CCG
can express them implies that it is trans-context-freerims$eof generative ca-
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pacity. CCG is is in fact provably weakly equivalent to TAGe&tl Grammar
(Pollard 1984), and Linear Indexed Grammar (Aho 1968), agonstituting
the least expressive natural generalization of CFG thasbdar been identi-
fied in the spectrum of mildly context-sensitive grammaeniified by Joshi
(1988). This equivalence gives rise to a polynomial timestgase complex-
ity result (Vijay-Shanker and Weir 1990, 1993, 1994).

Recent work has begun to consider the relationship betweesetfor-
malisms in terms of thesBtronggenerative capacity: Hockenmaier and Young
(2008) and Koller and Kuhlmann (2009) show there are indéiéereinces in
the structural analysis which can be assigned by CCG and TAG.

6.4 Other Lexically-Headed Unbounded Constructions

The following examples suggest thavtighmovement”is unbounded and lex-
ically headed by the eponymous class of adjectives:

(74) a. Johnis easy to please.
b. Marcel is hard to believe we could please.

This observation can be captured in the following categoryttie adjectives,
subcategorizing, like the relative pronoun, fofNIP

(75) tough :=(Sap\NP)/((Sroine\NP)/NP) : ApAx.difficult' (px oné)

Similarly, the following examples suggest that the “morerai construc-
tion discussed by Goldberg (1995, 2006) and JackendoffQjli@headed by
the definite article:

(76) a. The more books you buy, the merrier person you thinkbgrome.
b. #A/several/some more books you buy, the merrier persontlyiok
you become.

This observation can be captured in the following categaomyltiply rooted”

category for the definite, subcategorizing, like the re&tpronoun, for
T/NP:3L

(77) the IZ((((S/(S/NP))/NPCOMP)/(S/NP))/NPCOMP)/”'[hé/
: NIAXAPAQAyY.causé(qy) (pX)

#\We pass over the elliptical form of this construction, as Tin& more, the merrier,” which is
presumably mediated by a related lexically derived categor
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As with the bounded lexically headed constructions, mangermabounded
constructions offer themselves as lexicalizable in thig.wéor example, the
following (from Kay 2002) seems a suitable case for treatméth “doing”
as head:

(78) a. What'’s this fly doing in my soup?
b. What do you think this fly is doing in my soup?
¢. What's this fly think it's doing in my soup?
d. This fly’s doing no good in my soup.

7 SCRAMBLING

Many languages, such as Turkish and Japanese, permit needofn in word

order than languages like English and Dutch. The most bapiession of this

is local scrambling, in which the arguments of a verb appepermuted orders
within its clausal domain. This can be seen in the Turkishditive sentence
(79a) and its scrambled counterpart (79b), adapted frormiéof (1995):

(79) a. Ayse kitabi  okuyor
Ayse+om book-accreaderoc

b. Kitabi  Ayse okuyor
book-acc Ayse~om readeroc
‘Ayse reads the book.’

Long distance scrambling, on the other hand, describepihessiance of an
argument of a lower clause intermixed with the argumentstdfber clause.
For example, the argumekitabi ‘book’ of the lower verbokudugunuread’
scrambles out of its “base” position in (80a) into the mattause (80b) (from
Hoffman 1995):

(80) a. Fatma[Esra'nin kitabi ~ okudugunu] biliyor.
Fatma [Esrasenbook-xcc readeer-acc] know-proc
‘Fatma knows that Esra read the book.’

b. Kitabi;  Fatma [Esra’ninjtokudugunu] biliyor.
book-acci Fatma [Esrazent; readeer-acc] know-proc
‘As for the book, Fatma knows that Esra read it.

The essential tension which arises in providing an anatyfsiscal scram-
bling is that between utilizing base generation or devisirsgfficiently liberal
syntactic system. In CCG, base generation amounts to lextichiguity for
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verbs that allow scrambling. For example, if we assume th&isiu lexicon
contains the two categories in (81) fokuyor‘read’, both of the word orders
in (79) are captured, as shown in derivations (82) and (83).

(81) a. okuyor :=H(S\NPom)\NPag
b. okuyor :=(S\NPse)\NPsom

(82) Ayse Kkitabi okuyor
NProm NPace (S\NProm) \NPacc
S\NProm
S

(83) Kitabi Ayse okuyor
NPscc NPoom (S\NPaco) \NPpom
S\NPsce
S

It may appear that using multiple categories as such faitet¢ognize the
connection between the two orders; however, they can dgtoalgenerated
from the specification of a single category, given a suitdid®ry of the lex-
icon. For example, one could assume that the category (81lihkikernel
category and use a lexical rule to generate (81b) from it. Aeniovolved
strategy is that advocated by Foster (1990), where unaddategories in the
lexicon potentially project multiple ordered categoriesdse by the grammar.
The difference between Foster’s strategy and one which legesl rules is
that his approach does not require any language specifig inulerder to cre-
ate ordered categories from an unordered kernel categbiy.r&tains a tight
connection between the different orders in a principledmean

An alternative to multiple categories is to relax the defams of categories
and combinatory rules to allow a single category to projecttiple word or-
ders directly in syntactic combination. This is the strgtagdvocated by Hoff-
man (1995) to deal with scrambling in Turkish. She allow®gaties to con-
tain multi-set arguments, as in (84), and redefines the auetdniy rules to be
sensitive to multi-sets, as shown for backward applicaitioi85) 32 With this
application rule, the category (84) can consume its argtsiereither order.

*Thea is a variable for a set of categories.
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(84) okuyor :=S{\NPyom, \NPac}

(85) Y X(aw{\Y}) = Xa (<)

While this modified CCG apparatus suffices for local scrangylit does not
directly handle long distance scrambling. Accordinglyfir@an redefines the
type-raising and composition rules to work with such catiEgo but does so
in a manner which increases the generative capacity of ttersy In order to
retain mild context-sensitivity while using multi-setsdategories, Baldridge
(2002) provides more conservative definitions of the rutes permit the CCG
system to use a flexible category in the same way as if it hagkado an entire
set of ordered categories that collectively capture thamsbted word orders.
Then, the permutative powers already inherent in the cdossmposition rules
can be utilized for long distance scrambling. For exampleldrive (80b), the
subjectFatmaof the matrix verb must type-raise and forwambsscompose
into the verbal cluster in order for the derivation to prat;ees shown in (86

(86) Kitabi Fatma Esra’nin okudugunu biliyor
N Pacc N Pnom N Pgen %cc{\N Pgen; \N Pacc} S{\N Pnom; \&co}
T
S/(S\NPron) Sec\NPa
B
(S\ N Pnom) \ N Pacc
>By
S\NPyec
S

Under this account, local scrambling is viewed as a clauwsexded phenom-
ena, while long distance scrambling takes a form similatieio‘extraction”-
type phenomena, such as relativization.

The word order of Turkish is of course not entirely free. @hikrbal argu-
ments can scramble around, the elements of some noun parasesre fixed,
as can be seenin (87):

*n this derivation, we suppress thé brackets around singleton sets to improve legibility.
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(87) a. [Siyah kedi] geldi
[black caf] comerast
‘The black cat came in.’
b. *Kedisiyah geldi
cat black comeast
c. *Siyah geldi kedi
black comerasTcat
Under the assumption that the categorgighh‘black’ has a rightward slash,
(87Db) is obviously blocked. Modal control is crucial in thase of (87c); the
slash must be the non-permuting slash-type in order to baeerd crossed
composition from applying:

(88) siyah geldi  kedi
NP, NP, S\NPyom NPoom

Turkish thus demonstrates the need for liberal access twrtssed compo-
sition rules at the clausal level while retaining tightentrol over them at the
phrasal leveP* This type of control is needed for harmonic compositionsule
as well: for example, Baldridge’s (2002) analysis of sytitaextraction asym-
metries in Tagalog maintains tight control over forwardrhanic composition
while allowing local scrambling, and Trechsel (2000) a8 restrictions with
similar effects in Tzotzil.

With its universal rule set and lexical control over it via dadly typed
slashes, CCG supports these competing tensions straightftly and with-
out recourse to powerful syntactic rules, structure-ddpantransformations,
or other devices.

8 GAPPING AND THE ORDER OFCONSTITUENTS

The phenomenon of “argument cluster coordination” illatgd in (69) is an
example of a much broader cross-linguistic generalizationto Ross (1970),
concerning a relation between basic word-order paramsteais as verb fi-
nality and constraints on deletion or gapping under coatim. While

Ross originally framed his generalization in terms of a tbethodox deep-

*4t would indeed be possible to give adjectives a permutatiash, and this is indeed a necessary
degree of freedom: possessive noun phrases in Turkish caistentinuous (Hoffman 1995),
allowing orders akin to (87c¢) in addition to (87a).
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structural word order, and on that basis it has been chal&nghen reformu-
lated in terms of surface constituent order, it appears lh. ho

Ross (1970) noticed that direction of gapping (leftward ightward) de-
pends on basic constituent order:

(89) a. SOV: *SOV and SO, SO and SOV
b. VSO: VSO and SO, *SO and VSO
c. SVO: SVO and SO, *SO and SVO

Apparent exceptions such as Zapotec (traditionally VSQ@) Batch (tradi-
tionally SOV), which allow both leftward and rightward gapg, also have
conspicuously mixed word-order, rendering the identiftcaof “basic” word-
order moot in those languages.

8.1 Gapping and SOV Word Order

On the assumption that type-raising is order-preservingd,defined over the
Japanese SOV lexical type for transitive verbs like (909,ghbject and object
NP can not only combine with the verb by forward applicatibat also by
forward composition, as in (91).

(90) tazuneta :£S\NPhom) \NPacc : AXAY.visit'xy
(91) a. Ken-ga Naomi-o tazuneta.

Ken-NoM Naomi-ACC Visit-PAST.CONCL
‘Ken visited Naomi.’

b. Ken-ga ; Naomi-o ; tazuneta
S/(S\anom) (S\anom)/((S\anom)\NPaC(g (S\anom)\NPaCC
S/((S\NPnom)\NPacc) )
S

The resulting nonstandard constitué®n-ga Naomi-a&an therefore conjoin,
in a mirror image of the English derivation (69):

(92) [Ken-ga Naomi-o], [Erika-ga Sara-0] tazuneta.
S/ ((S\NPnom) \NPacc) S/ ((S\NPnom) \NPacc) (S\NProm) \NPacc
Ken-Nom Naomi-Acc Erika-NOM SaraAcCC Visit-PAST.CONCL
‘Ken visited Naomi, and Erika, Sara.’
Ditransitives similarly allow larger argument clusters ¢ave space the in-
transitive category is abbreviat&P, the transitiveTV, and the ditransitive
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DTV):

(93) a. Kyooju-ga komonjo-o gakusee-ni kasita.
Professomom manuscriptacc studentbAT lent-PAST.CONCL
‘The professor lent the manuscript to the student.’

b. Kyooju-ga komonjo-o gakusee-ni kasita
SVP ' VPAV' TV/DTV DTV
sV
S/DTV)

>B

>

S
In this case there is another derivation for the argumeisteiu
(94) Kyooju-ga komonjo-o gakusee-ni kasita
>T ST >T
S/VP VP/TV TV/DTV DTV
B
VP/DTV
S/DTV

>B

>

S

Again, both derivations are guaranteed to yield identiogidal forms, and
all non-standard argument cluster constituents formeath Herivations can
coordinate.

Ross’s generalization that SOV verbs gap on the left conjisnitherefore
captured: the Principles of Adjacency, Consistency, aheiitance, together
with the order-preserving constraint on type-raising thdty definition in an
order-dependent language, permit any raised categorirgdes of composi-
tion that would produce &ftward-looking function. “Forward Gapping” is
therefore disallowed in any language with a pure verb-fierdtion:

(95) *Ken-ga Naomi-o tazunete, Erika-ga Sara-o
Ken-NoM Naomi-Acc visit-PAST.ADV Erika-NOM SaraAcc
‘Ken visited Naomi, and Erika, Sara.’

Dutch, which is often regarded as an SOV languatpesallow coordi-
nations on the above pattern in subordinate-clause cotijunisg in apparent
exception to Ross’ generalization:

(96) ...dat Maaike aardappelseet en Pietbonen
...that Maaike potatoes eats and Piet beans
‘...that Maaike eats potatoes and Piet beans.’
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However, this exception is clearly related to the fact thatdh has VSO/SVO
word order as well as SOV. In CCG terms, this correspondseadaht that
its lexicon is notpurely SOV, and that main verbs must be assumed to bear
VSO categories. Ross’ generalization should thereforepbrased, as ISP,
in terms of surface order, i.e available lexical type(s), asingle underlying
order. Indeed, CCG rejects the very notion of “underlyingavorder.”

This observation is relevant to the fact that Japanese dtsesaOSV word
order, as in (97):
(97) Naomi-o Ken-ga tazuneta.

Naomi-acc Ken-NOM Visit-PAST.CONCL
‘Ken visited Naomi.

OS order can also give rise to constituent cluster cooridingiarallel to (92),
as in (98)®

(98) [Naomi-o Ken-ga,] [Sara-o Erika-ga] tazuneta
S/((S\NPacc) \NPnom) S/((S\NPacc)\NPnom) (S\NPacc)\NPnom

Naomi-acc Ken-NOM, SaraAacc Erika-NOM Visit-PAST.CONCL
‘Ken visited Naomi and Erika, Sara.’

As discussed in section 7, we can regard these variant tusrstiorders in
Japanese as lexically specified, either via multiple vetbgmies or via ex-
plicitly unordered leftward verb categories such as (84 kéaeping with the
observation that local scrambling (as distinct from tru&astion) is clause-
bounded.

Unlike Hoffman’s (1995) extension of CCG for scramblings formulation
discussed in section 7 does not immediately allow the fahgwpattern of
coordination to be captured:

(99) ?[Naomi-o Ken-ga,] [Erika-ga Sara-0] tazuneta
S/((S\NPacc) \NPnom) S/ ((S\NPnom)\NPacc) (S\NPnom)\NPacc

Naomi-acc Ken-NoM, ErikaNOM SaraAccC Visit-PAST.CONCL
‘Ken visited Naomi and Erika, Sara.’

*This fact precludes any attempt to account for (97) in terfifsrvard crossed composition, as
in the following derivation:

(i) Naomi-o Ken-ga tazuneta
>T >T
S/(S\NPBCC> S/(S\anom) (S\anom)\NPE?CC
>Bx
S\NPacc

>
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The status of such coordinations in Japanese is not entitedy. They tend
to be judged less acceptable than the earlier alternatinelsseem to be prag-
matically marked. (Interestingly, the similarly probletice5O0&0SV pattern
seems to be even less acceptable than the OS&SQV patterf)ip But the
consensus seems to be that they are grammatical.

We will return briefly to this problem in section 8.3.

8.2 Gapping and VSO Word Order

It is obvious on arguments from symmetry that the VSO sulgect object
must be assumed to raise over VSO verbs like the Irish Gaalisitive verb
chonaic'saw’, (100), and to compose with each other and with adgiimcan
order-preserving way to yield a single function, as in (101)

(100) chonaic :XS/NP)/NP: AxAy.seéyx
(101) a. Chonaic Eoghan Siobhan.

saw Eoghan Siobhan
‘Eoghan saw Siobhan.

b. Chonaic Eoghan Siobhan
(S/NP))/NP (S/NP)\((S/NP)/NP) S\(S/NP)
S\((S/NP)/NP)
S

The diamond slash-type on the rigid category (100) preveists from ex-
hibiting scrambling in the mirror-image of Japanese (97} jprevents reorder-
ing analogous to Heavy NP shift (31) (which is otherwisevaéld in Irish as in
English), just as that modality does for English ditransii (cf. (37b)). Nev-
ertheless the category allows the formation of relativesds in the usual way,
which may as in Dutch be ambiguous (McCloskey 19%8):

*see the discussion in Baldridge (2002) regarding extractfdéhe indirect and direct object argu-
ments of English ditransitives for an alternative whichaiaenore complex set of slash modalities
to allow extraction without scrambling.
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(102) an file a mhol na mic léinn
the poet that praised the students

NP/N N (N\N)/(S/NP) (S/NP)/NP NP
>B T
(N\AN)/NP (NAN)\(((N\N)ZNP)

N\N

N

>

NP
‘the poet that praised the students’

(103) an file a mhol na mic léinn
the poet that praised the students
NP/N N (N\N)/(S/NP) (S/NP)/NP NP

S/NP g
N\N g
N
NP g

‘the poet that the students praised’

Since such clusters necessarily bear leftward functogoaites, when they
coordinate they give the appearance of rightward gappmtiné with Ross’
generalization.

(104) Chonaic [Eoghan Siobhan] agus [Eoghnai Ciaran].
(S/NP))/NP S\((S/NP)/NP) (X\.X)sX S\((S/NP)/NP)
saw Eoghan Siobhan and Eoghnai Ciaran
‘Eoghan saw Siobhan, and Eoghnai, Ciaran.’

Again the three principles correctly exclude the “backwgagping” construc-
tion that Ross (1970) held to be generally disallowed irc8yriverb-initial
languages:
(105) *[Eoghan Siobhan] agus chonaic [Eoghnai Ciaran].
S\((S/NP)/NP) (X\.X) 4X (S/NP)) ;NP S\((S/NP)/NP)
Eoghan Siobhan and saw Eoghnai Ciaran
As in the case of SOV languages, allegedly VSO languages th&ts al-
low leftward gapping as well as rightward. Zapotec (Rosenba977) is a

standard example. However, like Dutch, Zapotec has mixed wader. It is
therefore again consistent with a version of Ross’ gersatitin formulated
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as inSPin terms of surface orders and available lexical verb categoather
than “deep” or “underlying” word-order.

8.3 Gapping and SVO Word Order

The fact that gapping in English and other verb-medial laggs is rightward
(as in the VSO pattern) needs further apparatus since thénNRs ungapped
conjunct are separated by the SVO verb.

(106) Marcel proved completeness, and Gilbert, soundness.

Comparison with example (69) and the fact that the Engligitda contains
a limited class of VSO verbs already suggests that an exjitem not far
away.

SP, following Steedman 1990, proposes a class of “decompositules
which map the left conjunct onto a virtual VSO verb and a &Hi80 argu-
ment cluster with the same category as the adjacent gapgietdcoordinate.
The latter can coordinate with the virtual cluster and applhe verb (whose
interpretation has to be obtained contextually, possilylyptocesses akin to
VP anaphora). This augmentation of CCG makes a number cfactqredic-
tions about the possibility of “Stripping” constructiomsknglish. Karamanis
(2000) and Bozsahin (2000) have used this apparatus toreafbtel kind of
mixed-order gapping illustrated for Japanese in (99) ine®&rand Turkish,
respectively. White and Baldridge (2003) compile the dfffcdecomposi-
tion into a coordinating category to permit gaps to be passetrealized in a
computational implementation of CC% However, the decomposition analy-
sis itself remains controversial and is passed over here.

9 INTONATION STRUCTURE AND PARENTHETICALS

We also have seen that, in order to capture coordinationrwiéis adhering to
the constituent condition, CCG generalizes surface doiesicy to give sub-
strings likeMarcel provedand evema policeman a flowethe full status of
constituents.

But if they are constitutents of coordinate constructidhey are predicted
to be possible constituents of ordinary non-coordinat¢éssees as well. The

*The implementation is an open-source Java-based systemcamdbe downloaded from
http://openccg.sourceforge.net: see Baldridge et al. (2007) for details.
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characteristics of intonation structure and the relateghpimenon of paren-
theticalization show that this prediction is correct. (Bese of restrictions of
space, this part of the account is sketched in less detalttitet on coordina-
tion. For details the reader is referred to Prevost (1998)%teedman (1991,
2000a).)

9.1 English Intonation and Information Structure

Consider the following minimal pair of dialogs, in which amational tunes
are indicated both informally via parentheses and smaltalams before, and
in the standard notation of Pierrehumbert (1980) and Rierdert and Beck-
man (1988), in which prosodic phrases are specified soletgrims of two
kinds of elements, the pitch accent(s) and the boundary:

(107) Q: 1 know who proved soundness. But who proeedPLETENESS

A: (MARCEL) (provedCOMPLETENESS.
H* L L+H*  LH%

(108) Q: | know which result MarcetREDICTED But which result did Mar-

cel PROVE?
A: (Marcel PROVED)( COMPLETENESS.
L+H*LH% H*  LL%

In (107A), there is a prosodic phrase omRCEL including the sharply ris-
ing pitch accent that Pierrehumbert calls H*, immediateljjoived by an L
boundary, perceived as a rapid fall to low pitch. There istla@oprosodic
phrase having the somewhat later-rising and (more impty)dower-rising
pitch accent called L+H* ocomMPLETENESSpreceded by null tone (and there-
fore interpolated low pitch) on the woptovedand immediately followed by
an utterance-final rising boundary, written LH%.

In (108A) above, the order of the two tunes is reversed: this tthe tune
with pitch accent L+H* and boundary LH% occurs on the wpRbVEDIn one
prosodic phrasdylarcel PROVED and the other tune with pitch accent H* and
boundary LL% is carried by a second prosodic phi@3@PLETENESS

The intuition that these tunes strongly convey systemasiingtions in dis-
course meaning is inescapable. For example, exchangingrtheer tunes
between the two contexts in (107) and (108) yields compfetehierence. Pre-
vost and Steedman (1994) claim that the tunes L+H* LH% and H&1LH*
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LL%) are respectively associated with the “theme” and “re&wf the sen-
tence, where these terms are used in the sense of MatheS2@)(Firbas
(1964, 1966), and Bolinger (1989), and correspond roughlg generaliza-
tion of the more familiar terms “topic” and “comment”, whidtowever are
generally restricted by definition to traditional consgitts.

Informally the theme can be thought of as correspondingédocctintent of
a contextually availablgvh-question, which may be explicit, as in (107) and
(108), or implicit in other discourse content. The posit@amthe pitch accent,
if any, in the theme, distinguishes words correspondindgdoused” elements
of the content which distinguish this theme from other crtually available
alternatives. The rheme can then be thought of as provitiegbswer to the
implicit wh-question, with the pitch accent again marking focused waitich
distinguish this answer semantically from other poterarewers. The system
comprising the oppositions of theme/rheme and focus/backgl is known
as information structure. Steedman (2000a) provides a foomeal definition
in terms of the “alternative semantics” of Rooth (1985, 1992d the related
“structured meanings” of Cresswell (1973, 1985), von Steck1991), and
others?®

Since alternatives like the following are equally validfage derivations in
CCG, it will be obvious that CCG provides a framework for lgiiimy intonation
structure and its interpretation — information structuiete the same syntactic
system as everything else:

(109) Marcel proved completeness

NP : marcel (S\NP)/NP: prove (S\NP)\((S\NP)/NP)
: Ap.p completeness

>T
S/(S\NP) : Af.f marcel

S\NP: Ay.provécompletenesg

S: provécompletenedsarcel

**The much-abused term “focus” is used in CCG strictly in thartow” or phonological sense of
the term, to refer to the effects of contrast or emphasis oord that ensues from the presence of
a pitch-accent.
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(110) Marcel proved completeness

NP : marcel (S\NP)/NP: prové S\(S/NP)
: Ap.p completeness

>T
S/(S\NP) : Af.f marcel

B
S/NP: Ax.proveéx marcel g

S: provécompletenedsarcel

Crucially, these alternative derivations are guarantesgetid the same predi-
cate argument relations, as exemplified by the logical fdrat tesults from
(109) and (110)provécompletenedsarcel. It follows that c-command-
dependent phenomena such as binding and control can beedptihe level
of logical form (Steedman 1991). However, the derivationdathis logical
form via different routes that construct lambda terms gpoading semanti-
cally to the theme and rheme. In particular the derivatid®jorresponds to
the information structure associated with the intonatimmtour in (107), while
derivation (110) corresponds to that in (108).

This observation can be captured by making pitch accentk bwth argu-
ments and results of CCG lexical categories with theme/enerarkers/p,
as in the following category for a verb bearing an L+H* accent

(111) proved :{(S5\NPRy) /NP : AXAy. * provexy

The predicate is marked as focused or contrasted by the *enarkhe logical
form. 8/p marking is projected onto the arguments and result of cioestts
by combinatory derivation. The boundary tones like LH% htheeffect of
completing information structural constituents, and $faring theme/rheme
marking to®'/p’ marking to constituent interpretations at logical form. We
will pass over further details of exactly how this works,aring the reader
to Prevost (1995) and to Steedman (2000a). The latter pagraraglizes this
approach to the full range of tunes identified by Pierrehutbrecluding those
with multiple pitch accents and multiple or disjoint thenaesl rhemes.

9.2 Parentheticals

While we will not discuss parentheticals in any detail hérseems likely that
they too should be defined in terms of information structurgts. In most
cases, the parenthetical intrusion itself appears at thedary between theme
and rheme, hence it is subject to the same constraints asatidoal phrase
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boundaries:

(112) a. Marcel proved, so he claimed, a crucial theorem.
b. *Three mathematicians, expostulated Harry, in ten @ailemma.

10 IMPLICATIONS FORPERFORMANCE THE STRICT COMPETENCE
HYPOTHESIS

The minimum apparatus besides competence grammar thguisee for pro-
cessing consists of the characteristic automaton for tlegast class of gram-
mars (including its possibly limited working memories), amimal algorithm
for applying the rules, and some memory for building intetpble structure.
Any extra apparatus such as rule-orderings or “stratégiegering grammars,
and the like, is otiose. To the extent that such extra stijmra are cross-
linguistically universal, they complicate the problem apkining language
evolution. To the extent that they are language-specifigy, o the same dis-
service to the problem of explaining child language actjoisi

The most restrictive hypothesis of all is that the procegsaslves no re-
sources at all beyond the minimum specified above. Such gsocgare in-
capable of building intermediate structures other thasehmrresponding to
the constituents defined by the competence grammar, andiforeason the
hypothesis that the human processor has this charactdleid trae “strict com-
petetence” hypothesis (SCH).

One very simple processor adhering to this principle is dasethe left-to-
right version of the Cocke-Kasami-Young (CKY) parser (segrtldon 1978),
a bottom-up parser which fills the cells of ax ntable or half-matrix repre-
senting all spans between positiding ) in a string ofn words.

The associativity of functional composition in interactiwith type-raising
potentially creates exponentially many multiple deriwat for any given con-
stituent for a given span with a given sense or interpretdttoe so-called “spu-
rious ambiguity” problem). It follows that such a parserhve exponential
computational costsnlesswe either include a check that a newly-derived cat-
egory spanningi, j) including its normalized logical fornis not already on the
listint(i, j) before appending it (a suggestion first made by Karttune@q)9
or preempt all necessarily redundant combination entiteding the filtering
method of Eisner (1996).
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Such parsers have been shown by Komagata (1999) to be oflyougtic
observed time complexity in the length of the sentence fasoaable-sized
hand-built grammars. Hockenmaier, Bierner and Baldrid2f@4) demon-
strate their practicality as a basis for large-scale graranmaluced from cor-
pora. White (2006) and Espinosa, White and Mehay (2008)nelxtais
approach to perform efficient wide-coverage sentencezaain with such
grammars.

Cubic time costs are still prohibitive for really large voie parsing and
unrealistic as a model of the human parser, which appears tméar time
or better. For large volume parsing of text corpora, siatistoptimiza-
tion techniques integrating probabilistic head-depeoaswith competence-
based grammar of the kind proposed by Collins (1999) and r@ddarGold-
water and Johnson (1998) are particularly well-adaptedd® @arsing. Clark
(2002), Clark, Hockenmaier and Steedman (2002), Clark anda@ (2007),
Hockenmaier and Steedman (2002a), Hockenmaier and Stee(fi@2b),
Hockenmaier (2003a,b), and Gildea and Hockenmaier (20@3) ¢hat sta-
tistically optimized CCG parsers give rates of dependeacygvery that are as
good overall as state-of-the-art treebank parsers, ancgttlerton recovering
long-range dependencies.

For modeling human parsing, there is every indication tbatething even
more restrictive is needed. Bever's (1970) observationhribive subjects typ-
ically fail to find any grammatical analysis at all for “gardpath” sentences
like (113a) shows that the human processor is “incomplete”™

(113) a. The doctor sent for the patient arrived.
b. The flowers sent for the patient arrived.

The fact that (as Bever also noticed) the same subjectsaijyjodge the iso-
morphic sentence (113b) grammatical suggests that the lserdence pro-
cessor prunes the search space on the basis either of thieerékelihood of
noun phrases lik¢he doctoror the flowerbeing dependent in relations like
subject or object on verbs likeend for or the relative likelihood of the vari-
ous logical forms corresponding to entire prefixes sucthadlowers/doctor
sent forin a particular context. In the case of (113a) this will catiseonly
analysis compatible with the rest of the sentence to betegecausing the
garden path. Crain and Steedman (1985) and Altmann andrStee(l988)
showed that manipulating the context for related senteincasch a way as to
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pragmatically support the modifier reading eliminates tlassic garden path
effect. This fact suggests that the latter alternative iw@k, rather than (or
perhaps as well as) the former purely statistical mechanism

These authors proposed a modification of the basic parserdiog to
which each word was processed in a left-to-right travertti@sentence and
rival analyses developed in parallel could more or less idiately be pruned
under a “weak” or “filtering” interaction with an incremetigassembled se-
mantic interpretation, restricted to sending an intertainy syntactic analy-
sis whose yield was unlikely or implausibig#°

However, in terms of traditional grammar, both probahdisind weak se-
mantically interactive interpretations of the plaustyikffect on garden paths
present a problem for SCH. If the parser is to take accourti®fricompati-
bility of flowersand the subject slot of the tensed verb readinggwit for this
information must become available beftine patienis integrated. (Otherwise
the processor would be able to “see” the incompatible eerived, and avoid
the garden path in (113a).)

This means that the parser must implicitly or explicitly Baccess to the
interpretation or partial structure corresponding to thefip The flowers sent
for.... But this substring is not a legal constituent accordingdaadard gram-
mars. So SCH appears to be breached: the parser has buitiughthabout
building a relation that the grammar does not recognize esstituency.

This may not seem to be a very serious problem in English, evtier sub-
ject and verb are immediately adjacent and could be relatemther means,
albeit in violation of SCH. However in verb final languagesuctcterized by

*This form of incrementality is weaker than those proposetiaysser (1986) and Phillips (1996,
2003), since it is limited by “islands” such as right-adjts)cinto which composition cannot
take place. Hausser's and Phillips notion of incrementaditby contrast strictly word-by-word.
(Phillips’ method of incremental structure-building isaddition nonmonotonic.)

““There is a misleading tendency in the literature to refetht above theory as the “referen-
tial” theory of disambiguation, and to claim that evidendeother incremental semantic effects
on parsing contradicts this theory (Sedivy and Spivey-Kitmw1993; Spivey-Knowlton and Se-
divy 1995; Tanenhaus and Trueswell 1995). However, theemental semantic interaction that
Crain and Steedman (1985) and Altmann and Steedman (1988pg® under these principles
clearly involves all aspects of meaning that contributestoantic plausibility — referential, sense-
semantic, and knowledge-based. It should also be notegtbbability as reflected in statistical
models used in computational linguistics represents auraxtf semantic and knowledge-based
relations bearing on plausibility, of very much the kindttitzese authors call for. Incremental-
ity of this nature is already standard in computational i@pfibns: for example, Kruijff et al.
(2007) discuss a robotic dialogue system that uses an iec@inCKY parser with contextual
disambiguation for comprehending situated dialogue.
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constructions like the Dutch example (2), in which arbityanany arguments
can be separated from their verbs by long-distance depeiggersimilar ef-
fects are much more problematic, in effect requiring thesgato have sophis-
ticated predictive mechanisms and to build explicit or iitippartial structures
corresponding to non-constituent fragments.

Dutch, German and Japanese native speakers greet witiyhifer sugges-
tion that their languages prohibit any analysis until thengroup (in the Dutch
bare infinitival construction, thentire verb group) has been processed. More-
over, there are a number of experimental results which @ieneld to show
effects of early syntactic commitment. In particular, @&lir(1995b,a); Inoue
and Fodor (1995); Mazuko and Itoh (1995); Sturt and Crock@®6); Kamide
and Mitchell (1999) show that Japanese speakers are cogdnhittone anal-
ysis of an ambiguity arising from the possibility of null grfera in complex
argument sequences, as revealed by garden path effectsamezb incom-
patible with the preferred analysis is encountered. Kamget al. (1997)
show a similar early committment for German. All authoraitelthese effects
to availability of caseinformation in these languages, a phenomenon whose
resemblance to type-raising has already been noted.

In this connection, it is interesting that, both in the casgl&3), and for the
SOV language cases, the relevant prefix strings are avaitsbhon-standard
constituents, complete with logical forms, under alteéuea€CCG derivations
of the kind illustrated for the SOV case in (93) and (94). C@érefore pro-
vides everything that is needed for the parser to comparartalyses either in
probabilistic or semantic/pragmatic terms under the wiaesdractive theory.
CCG thus allows such processors to adhere rigorously tattlet Sompetence
Hypothesis while maintaining incrementality, even forb4final languages.

11 COMPUTATIONAL APPLICATIONS

The fact that CCG and its relatives are of (low) polynomiatstecases com-
plexity means that divide-and-conquer parsing algorittiamsiliar from the

con. text-free case readily generalize. Statistical ojgtition therefore also
makes minor differences in algorithmic complexity muctsleéaportant than
algorithmic simplicity and transparency. Head dependesicompile into the
model a powerful mixture of syntactic, semantic, and walégpbendent reg-
ularities that can be amazingly effective in reducing seart/sing the an-
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notated CCG derivations and associated word-word depereeavailable
in CCGbank (Hockenmaier, 2006; Hockenmaier and Steedn@,)2recent
work has built wide-coverage, robust parsers with statb@firt performance
(Hockenmaier and Steedman, 2002b; Hockenmaier, 2003k éfal Curran,

2004, 2007) . Birch, Osborne and Koehn (2007) and Hassarg'&mnand

Way (2009) use CCG categories and parsers as models fatisitmachine
translation.

The OpenCCG systethsupports (multi-modal) CCG grammar develop-
ment and performs both sentence parsing and realizatidmasitalso been
used for a wide-range of dialog systems—see the discussBaldridge et al.
(2007) regarding OpenCCG grammar development and apiplissand White
(2006) on efficient realization with OpenCCG. This work hagt connected
to CCGbank to bootstrap a grammar for use with OpenCCG thaists
wide-coverage sentence realization (Espinosa, White agfualy] 2008).

Villavicencio (2002) and Zettlemoyer and Collins (2005Véaexploited
the semantic transparency of CCG to model grammar indudt@m pairs
of strings and logical forms, while Piantadosi et al. (20083 CCG to model
acquisition of quantifier semantics. Indeed, the main curobstacle to fur-
ther progress is the lack of labeled data for inducing bidgecons and mod-
els. Supertagging models that use grammar-informed lizéigon and priors
based on CCG's categories and rules may help reduce the amblinaman
annotated data required to create large lexicons for negukages and domains
(Baldridge, 2008).

12 CONCLUSION

Because of its very literal-minded adherence to the cargstitcondition on
rules, and the consequent introduction of composition gpé-taising, which
project directionality specifications and other inforratifrom the lexicon
subject to principles of slash inheritance and consiste@oynbinatory Cat-
egorial Grammar abandons traditional notions of surfacstitnency in favor
of “flexible” surface structure, in which most contiguou$strings of a gram-
matical sentence are potential constituents, completeavitompositional se-
mantic interpretation, for the purposes of the applicatibgrammatical rules.
The benefits of this move are the following.

“http:openccg.sourceforge.net

49



1. Coordination, Parentheticalization, and Intonatioru&tre can all be
handled with the same apparatus that is required ¥drrhovement”
constructions such as relativization, using purely typgeeth syntactic
rules that strictly adhere to the Constituent Condition ofeR.

2. The rules of syntax are universal and invariant; lexicaltool over their
applicability allows the more powerful rules to be used ia tontexts
where they are needed while keeping them from causing onergéon
elsewhere.

3. Everything that depends on relations of “c-command”.(biading and
control, quantifier scope) must be dealt with at the levebgfdal form
(cf. Bach 1980; Lasnik and Saito 1984), with a consequensfea of
responsibility for the grammar of bounded constructionthé&lexicon.

4. The modules of Phonological Form, S-Structure, and ktional Struc-
ture are unified into a single surface derivational module.

5. Efficient processing including weakly semantically mative incre-
mental parsing remains possible and is compatible withroige ob-
servation of the Strict Competence Hypothesis, even fodiieal lan-
guages.

6. Standard techniques for obtaining wide coverage cortipatd parsers
and statistical parsing models can be applied.

In respect of the last point, in eliminating all intervenimgpdules between
phonetic or phonological form, CCG is in broad accord with fininciples of
the Minimalist Program, advocated by Chomsky (1993, 198%5¢cent years,
and in particular the version proposed by Epstein et al. §19&. Kitahara
1995), in which it is proposed to equate Chomsky’s operatioeRGE and
MOVE as a single operation. To the extent that both relativinatgmd other
so-called movements) and in-situ argument reduction deetefl in CCG by
the same type-driven operation of functional applicatibcan be seen as for-
malizing this idea, and extending it to cov@eLETE. However it should be
noted that in other respects the frameworks are quite diiferin particular,
the meaning of the term “derivation” as used by Epstein @sajuite different
from the sense of that term used here an8ih
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Lexicon
he:= NP :he’
apples= NP: apples’
found := (S\NP)/NP: found’
s o) u

Type—-Dependent Combinatory Derivatiqn

n =32 : M
apples, he found := S  found'apples’he’
Language

Figure 2: Generative Architecture of CCG

When viewed in the accepting or recognizing direction, tbeinatory
rules map strings of lexical items onto combinatory defiveg. Because lex-
ical items and combinatory rules are semantically comuosit under the
Type-Transparency Principles of CCG, such derivationgaeganteed to de-
liver logical forms surface-compositionally, without theediation of any in-
dependent derivational machineBPand Steedman 2007 show that this gen-
eralization extends to the “covert” variety of movement thas been invoked
to explain the possibility of quantifier scope alternati@ertain desirable con-
sequences also follow for efficient processing (Clark, Horkaier and Steed-
man 2002; Hockenmaier and Steedman 2002b; Hockenmaiea20G8k and
Curran 2004).

When viewed as a generative grammar, the architecture ahéwy that
ensues can be summarized as in figure 2, replacing the stafdar Y- dia-
gram.

According to this architecture, the lexicon pairs wogdgith categories con-
sisting of a syntactic type and a logical form\. Universal grammar defines
the possible directional type(s)for any semantic typ#; in a given language.
The combinatory rules, rules from a set which is also unalgrspecified,
subject to the Principles of Adjacency, Consistency, aribiitance set out
in section (4), then projects the lexicon onto the languadech consists of
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phonological stringsb paired with a syntactic start symbplof the grammar,
such as S, paired with a logical forfn The syntactic projection including the
processes responsible for relativization, coordinagi@nentheticalization and
intonation structure, is accomplished by pure combinatedyction—that is,
by simple merger of adjacent constituents by type-drivamlmoatory rules,
without structure-dependent syntactic operations cpmeding toMOVE or
DELETE.
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