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Population codes with multiple stimuli

In this assignment we analyse the Fisher Information when multiple stimuli
are simultaneously encoded in the same population, e.g. two overlapping
transparent gratings. Suppose we have N neurons. At each trial the firing
rate of neuron a, denoted ra, is modelled as

ra = ga(θ1, θ2) + σηa

where tuning curve ga(θ1, θ2) is the mean response of the neuron to stimuli
θ1 and θ2. Furthermore, ηa are independent Gaussian random variables with
standard deviation 1, and σ sets the noise level in the neurons. The response
probability distribution is thus

P (ra|θ1, θ2) =
1√
2πσ

exp

[
−(ra − ga)

2

2σ2

]

The tuning curves are sums of Gaussians

ga(θ1, θ2) =
∑
k=1,2

fa(θk)

fa(θ) = A exp

[
−(θ − ϕa)

2

2w2

]

where A is the amplitude of the response, w is the width of the tuning curve,
and ϕa is the preferred stimulus of the neuron. For numerical evaluation you
can set A = 1, w = 1.
When considering the Fisher Information for multiple variables, the Fisher
information becomes a symmetric matrix with entries i, j (i and j can both
take values 1 and 2)

Ii,j(θ1, θ2) = −
∫

drP (r|θ1, θ2)
∂2 logP (r|θ1, θ2)

∂θi∂θj

The Cramer-Rao bound now bounds the covariance matrix C of any unbiased
estimator of θ1 and θ2 as Cij ≥ (I−1)ij for all i, j.

Question 1: Calculate the Fisher information matrix. First express it in
terms of f(). Next, assume that the neurons are densely and homo-
geneously spaced so that the sum over neurons can be replaced by an
integral

∑
a ⇒ ρ

∫
da, where ρ is the coding density. Plot matrix entries

as a function of (θ1 − θ2).
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We next compare the Fisher Information to a maximum likelihood estima-
tor. Implement a maximum likelihood estimator of θ1 and θ2. Because the
noise is Gaussian, the log-likelihood is logL = −∑

a[ra − ga(θ1, θ2)]
2. Thus

the maximal likelihood minimizes the mean squared error. Draw a number
(∼100) samples of the noisy response using N =50 neurons with preferred
stimulus values equally spaced between -5 and +5, and find the stimulus
values that maximize the likelihood. In Matlab you can use functions like
fminsearch or a nonlinear curve fitter. Other parameters: A = 1, w = 1,
σ = 0.1.

Question 2: Compare the covariance from the simulation to the minimal
covariance as given by the Cramer Rao bound as a function of the
difference in the stimuli (i.e. θ1 − θ2).

3


