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Why Machine Learning?

There are many possible motivations as to why one might want to “learn” from
data. The typical scenario that is envisaged is the existence of a large database
on which we perform computations. We wish to distinguish the kinds of com-
putational procedures in this course from those that might be performed with
a simple spreadsheet like application, which usually perform pre-determined
computations such as calculating means and simple functions of the data. IDon’t specify everything :

Just learn it! don’t want to get bogged down by what I mean by “learn”, but I have in mind
applications that would be hard to program in a traditional manner, such as
the task of face recognition. Formally specifying why you recognise a collection
of images as examples of John’s face may be extremely difficult. Indeed, why
bother?! You may as well just give examples of John’s face, and let a machine
“learn” – based on the statistics of the data – what it is that differentiates John’s
face from other faces in the database. That is not to say that all information
can be learned solely on the basis of large databases – prior information about
the domain is often crucial to the successful application of machine learning.
However, the basic strategy is to try to make weak, yet consistent modelling
assumptions, and let the data specify the rest. Some examples may enlighten
this...

We may have various questions that we would like to ask about the database.Knowledge Discovery
For example, if we have a database of records of customer buying patterns :

coffee 1 0 0 1 0 0 0 · ·
tea 0 0 1 0 0 0 0 · ·

milk 1 0 1 1 0 1 1 · ·
beer 0 0 0 1 1 0 1 · ·

diapers 0 0 1 0 1 0 1 · ·
aspirin 0 1 0 0 1 0 1 · ·

where each column represents the buying patterns of a single customer (only
7 customer records shown). Here a 1 indicates that the customer bought that
item (it does not record if multiple purchases of the item were made).

We may wish to find common patterns in the data, such as if someone buys
milk they are also likely to have bought either tea or coffee. Whilst we may
be able to spot such intuitive relationships by simply eye-balling the data, with
many products and many customers, we need automated approaches.

Consider the following banking data :Prediction
age 26 22 19 27 45 39 68 · ·

marital status M S S M S S M · ·
number children 0 0 1 2 0 3 0 · ·

salary 25000 18000 N/A 29000 50000 N/A 0 · ·
loan amount 100000 10000 1 15000 300000 1000 1 · ·
profession teacher nurse student 1 IT unemployed retired · ·
defaulted? N N N N Y N N · ·

Based on the data we may wish to construct a classifier that can predict whether
or not a potential customer, based on their marital status, salary, loan amount
requested and profession is likely or not to default.

A difficult, yet important problem is related to the prediction of (macro) molecu-
lar structure, given only the sequence of bases. Databases of sequence-structure
relations (obtained by physical measurements of atomic co ordinates) exist, such
as the fictitious RNA sequence-structure database below.

sequence A C G G U ..
3D co-ordinates (0.1 1.3 0.5) (0.2 1.4 0.8) (0.4 1.7 1.0) (0.3 1.8 1.1) (0.2 1.7 0.9) ..

sequence C A G U G ..
3D co-ordinates (-0.2 1.6 -0.5) (0.1 1.2 -0.3) (0.0 0.8 0.1) (0.3 1.8 1.1) (0.2 1.7 0.9) ..

sequence .. .. .. .. .. ..
3D co-ordinates .. .. .. .. .. ..

But How?

This course is precisely about how to do machine learning. There are two ways
we could do this.
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We could whimsically propose some algorithms that, when we used them, ap-
peared to usefully learn from the data. Having done that, we can then simply
use those algorithms. But there are clear problems to this: Why does the al-
gorithm work? Will it work next time? When will it not work? What are the
assumptions we are making? A better way of going about things involves un-
derstanding the principles behind machine learning. This course unashamedly
takes this approach. As a result the principles are introduced first, using simple
problems. Then later things are scaled up to more interesting sizes and prob-
lems. The principles are the same, though, whatever the sort of problem we
are dealing with. Over the course we will consider the issues of representation,
modelling, learning through conditioning, inference through marginalisation, in-
ference and learning algorithms and application to data.

There may be trouble ahead ...!

The course is designed I think in a pragmatic way, ultimately with the aim to
provide you with a set of tools, and also an appropriate philosophy for under-
standing and modelling data. However, the tremendously varied background
amongst the participants means that making a course that will remain interest-
ing, challenging, yet achievable for all the time for all of you is (to be honest)
slightly beyond me. I anticipate some potential difficulties...

The course is not designed for maths geniuses. However, in order to remainI’ve done (next to) no
mathematics – the course is

impossible!
principled, rather than just getting you to learn recipes of algorithms, I will
make considerable use of various mathematical tools. I strongly recommend that
you study carefully the mathematics presented in this course, and spend some
considerable effort in learning the mathematical skills. Without the maths, there
is no way of developing the methods, and (very importantly) great difficulty in
judging whether a method is appropriate.

Congratulations to those of you with strong maths backgrounds – it will comeI’ve done maths at the
University of Greater

Brilliance – why are you
wasting my time with this!

in handy. However, the course only uses maths as a tool and aims to provide
intuitions and skills in data analysis. Whilst some of the initial material may
be rather elementary, I hope that you’ll find the course challenging overall.

Well, this is a course designed by someone who thinks of himself as a principledHow do you expect to learn
anything man, my

philosophy professor says
that .....

pragmatist who wants to solve real problems. I have spent some time studying
and working through the philosophy in this area, and so I do not approach this
work naively. However I don’t think the real value you would get from this
course is achieved primarily by philosophical discussion; rather by principled
application. By all means debate these philosophical things, but do not do it
at the expense of not learning any of this course!

Well, like physicists, we will also make models of the way we think the worldI studied physics – you call
this science? works. If they are wrong we will use some principles to determine if our model

is acceptable, given the available data. We have principled ways of comparing
models. In fact there are many eminent academics who have seen the principles
we will be outlining in this course as foundational for science (see e.g. Jaynes
Probability Theory: The Logic of Science).

You may make up the majority of the class. The traditional viewpoint is thatI did computer science –
Algorithms are the key! computer science is driven by algorithms. For example, find the minimum

weighted path between vertices on a directed graph. This course, however, is
driven by models. Essentially, this course is more about science, where models
are made and evaluated in light of the data. The computational application
of a model will typically involve some algorithm. However, the algorithms are
simply consequences of implementing the model.

Make a (mathematical) model of the data. Use the available training data toThe MLPR Approach
update the model, Everything else (algorithms, programming languages etc...)
is subservient to this approach.

3



Intellectual skills and development

This course involves some implementation work using MATLAB, and contains also significant theoretical
work involving areas of mathematics other than logic. The course details the specific applications of
various basic mathematical techniques to areas of pattern recognition and processing, the aim being
that at the end of the course, participants should have a good understanding and ability to use these
techniques in practice. The course aims to foster a systematic approach to experiments.

Activities and Assessment

The course comprises approximately 18 lectures and 7 tutorials (one per week from week 3). There will
be one assessed practicals, carrying 20% of the course marks. The remaining 80% will be carried by the
exam.

Context

A reasonable level of familiarity with computational, logical, geometric and set-theoretic concepts is
assumed. Knowledge of vectors and matrices, together with a basic grasp of probability and partial
differentiation, will be very important. The course involves a small amount of programming work in
MATLAB.

References

The main reference materials are the lecture slides, in conjuction with the course text Machine Learning:
A Probabilistic Perspective by Kevin P. Murphy, MIT Press, 2012. The book Bayesian Reasoning and
Machine Learning, by David Barber, Cambridge University Press 2012, is also good (and is available
free online).

David MacKay’s book, Information Theory, Inference and Learning Algorithms (CUP, 2003) is a classic
book that gives a different perspective on many of the methods in this course. It can be read online for
free.

Finally, the book The Elements of Statistical Learning: Data Mining, Inference, and Prediction by
Trevor Hastie, Robert Tibshirani, and Jerome Friedman (pdf available free online) is a perspective on
machine learning by several leading statisticians. It is very much complementary to the course texts.
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