
Clustering

“Human brains are good at finding regularities in data.

One way of expressing regularity is to put a set of

objects into groups that are similar to each other.

For example, biologists have found that most objects

in the natural world fall into one of two categories:

things that are brown and run away, and things that

are green and don’t run away. The first group they

call animals, and the second, plants.”

David MacKay, ITILA textbook p284
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Stanley

Stanford Raing Team; DARPA 2005 challenge

http://robots.stanford.edu/talks/stanley/



Inside Stanley

Stanley figures from Thrun et al., J. Field Robotics 23(9):661, 2006.



Perception and intelligence

It would look pretty stupid to run off the road,

just because the trip planner said so.



How to stay on the road?

Classifying road seems hard. Colours and textures change:

road appearance in one place may match ditches elsewhere.



Clustering to stay on the road

Stanley used a Gaussian mixture model. “Souped up K-means.”

The cluster just in front is road (unless we already failed).
















