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Informatics 1

Computation and Logic
Sets of States: Venn Diagrams and Truth Tables

Michael Fourman
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This course provides a first glimpse of the deep connections between computation and logic. We will focus primarily on the

simplest non-trivial examples of logic and computation: propositional logic and finite-state machines.

In this first lecture we look at an example that introduces some ideas that we will explore further in later lectures, and

introduce some notation which should become more familiar in due course.



o O
@00
QO

The states of the signal

We are going to look at sets of states - all 256 of them




(N

We can place the states in a Venn Diagram.

This includes all eight possible combinations of values for the three Boolean state variables.



{x | R(x

This notation for set comprehension will be useful.
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We can compute the set of states corresponding to any expression



| G(z) © R(x) © A(z)}
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We find that the solution is symmetric, so xor is associative.




| G(z) < R(z)}
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| G(2) < R(x) < A(z)}
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To determine whether to expressions are equivalent, we can check whether they give the same values for all 22n states of the

system

Venn diagram is just a presentation of truth table for two or three variables.






Basic Boolean operations

1, T true, top
\% disjunction, or
N conjunction, and
— negation, not

0, L false, bottom
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P(S) = {X | X C 5)

XVY=XUY
XANY=XnNY
X =8\Y
0=10
1=5
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union
intersection
complement
empty set

entire set




Zo = {0,1}

Definitions:

TNy =2y

rNVNyYy=x+y—2xy

r=1—2x
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Derived Operations

Definitions:
rT—=y=-TVy implication
rT—y=xV -y
reoy=(xAy)V(zAy) equality (iff)
r®y=(~xzAy)V(zAy) inequality (xor)

Some equations:

o y=(@—=y A<y
TDy=(xy)
TDy =Dy
zery=-(zdy)
Ty =Ty
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an algebraic prooft

(e y) e z="(reoy) < 2 (a <> b= —a < —b)
=(zdy) < 2 (=(a+>b)=a®b)
=(zDy) Dz (a<>—b=adb)
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Once we know the rules for iff and xor shown on the right, we can give an algebraic proof that the xor combination of three

variables is the same as their iff combination



Boolean connectives

Some equalities:

TVy = (~z A-y) TNy =(-zV-y)
r=x—0 rVy=-r—->y

We will see that A, V, = and L are sufficient to define any boolean function.

These equations show that {A,—, L}, {v,—, L}, and {—, L} are all sufficient
sets.
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Boolean Algebra
xV(yVvz)=(xVy Vz zA(YyAz)=(xAy) Az associative
zVynz)=(@Vy AN(xVz) zA(yVz)=(@Ay)V(zAz) distributive

rVy=yVvVcx TNYy=yANzx commutative
xrV0=x xANl==x identity
zVvV1=1 zAN0=0 annihilation
rVr==x rTANx==x idempotent
xV-x=1 —xAx =0 complements
zV(zAy) ==z zAN(xVy) ==z absorbtion
“(zxVy)=—-xA-y “(xAy)=—-xV-y de Morgan

- =T T =y =" Yy
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The equations above the gap define a Boolean algebra.

Those below the line follow from these.



Exercise 2.1

Which of the following rules are not valid for arithmetic?

4+ (y+z)=(x+y) +z rxX(yxz)=(xxy)xz associative
r+yxz)=(@+y) x(x+2) zx((y+z) =(zrxy)+ (xxz) distributive
r+y=y+=zx TXY=YXxT commutative
r+0==x rxl=x identity
r+1=1 rx0=ux annihilation
Tt+r==x TXT==1 idempotent
r+(rxy) ==z x4+ (rxy) == absorbtion

r+-—-xz=1 rx —x=0 complements
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Exercise 2.2

Generate CNF for this subset
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Exercise 2.3  Generate CNF for this subset

v
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Exercise 2.4 (for mathematicians)

In any Boolean algebra, define,

1. Show that, for any x, y, and z,

O0<zandr<zand z <1
r—y=1T ife <y
if rt <yandy<zthen z <z
ifr<yandy<zthenz=y
if x <y then -y < —x

2. Show that, in any Boolean Algebra,

rANy=zxziffaVy=y
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