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The schema theorem (II)



Search spaces as Hypercubes
Solution “c” in {0,1}L

e.g.   c=(0,0,1,0) for L=4
(1,*,*,*) denotes a cube
(0,*,1,0) denotes an edge

A schema is a string containing 
wildcards “*” (but not only asterisks)
The order of the schema is the 
number of bits that are actually 
there, e.g. **01***1 is a schema 
of order 3 (and length 8)
Each chromosome is a corner 
of the hypercube
Schemata correspond to 
hyperplanes in the hypercube
Each chromosome is part of 2L-1 
hyperplanes. There are 3L-1 
different schemata (not counting 
the schema of order 0: ** … *)



of

P denotes the population size

the population at time t
the population at time t

(J. Holland, 1975)

GOAL:

START:



for c>0

(crossover and mutation ignored here)
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(i.e. number of potential cuts)
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other parts of the Schema Theorem:

(?)

:  total string length

STOPOVER:

pm: flip mutation rate



The Schema Theorem
GOAL!
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