It should also be noted that overpacking is allowed in the above described optimal histogram matching problem. If overpacking is not allowed and the monotone property is dropped, then the problem becomes the classical bin-packing problem [4] which is known to be $N P$-complete.

Subsequent to this paper, Chow and Kou found a dynamic programming algorithm for optimal histogram matching which also has time complexity $O(k 1 \times k 2)$ [1].
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#### Abstract

It is possible to use a small counter to keep approximate counts of large numbers. The resulting expected error can be rather precisely controlled. An example is given in which 8-bit counters (bytes) are used to keep track of as many as 130,000 events with a relative error which is substantially independent of the number $n$ of events. This relative error can be expected to be $\mathbf{2 4}$ percent or less $\mathbf{9 5}$ percent of the time (i.e. $\sigma=$ $n / 8)$. The techniques could be used to advantage in multichannel counting hardware or software used for the monitoring of experiments or processes.
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## A Counting Problem

An $n$-bit register can ordinarily only be used to count up to $2^{n}-1$. I ran into a programming situation that required using a large number of counters to keep track of the number of occurrences of many different events. The counters were 8 -bit bytes and because of the limited amount of storage available on the machine being used, it was not possible to use 16 -bit counters. Using an intermediate size counter on a byte-oriented machine would have considerably increased both the complexity and running time of the program.

The resulting limitation of the maximum count to 255 led to inaccuracies in the results, since the most common events were recorded as having occurred 255 times when in fact some of them were much more

[^0]frequent. I looked in many directions for a solution to the problem with the following constraints in mind. Running time was important because the program was already painfully slow. There was no significant additional space available in the machine. On the other hand, precise counts of the events were not necessary since the processing was statistical in nature and a reasonable margin of error was tolerable.

## A Simple Solution

The most obvious way to count more than 255 events in an 8-bit register is to count only every other event. This can be done with a modest amount of error by simply flipping a coin at every event to decide whether or not to make the count. Not only is the expected error small, but it can be precisely described. In particular, if the number of events that have occurred is $n$, then the expected value for the value $\nu$ in the counter is $n / 2$ and the standard deviation is
$\sigma=\sqrt{\nu / 2}$
so that by the time 400 events have occurred, $\nu=200$ and $\sigma=10$. One can expect that 95 percent of the time, the number of events estimated from $2 \nu$ is within 40 of the actual count, an error of 10 percent.

This approach can be extended in the obvious way to count yet larger numbers of events with correspondingly increased expectations of error by simply using an appropriately weighted coin. This appealing approach did not solve my problem because even though the absolute error was relatively small, the relative error was intolerably high for small counts. In fact if one event had occurred, I was guaranteed a 100 percent error.

A mixed approach is possible and overcomes this problem by keeping actual counts up to some preset number and using the coin-flipping approach above that point. It is a generalization of this approach that led to the successful solution to my problem.

## A Generalization

Suppose that instead of trying to keep track of the number $n$ of events or of some constant multiple of $n$, that we keep in the register the logarithm of the number of events and devise some sort of approach as was set out above. Then if the value (which is a logarithm) suffers from a given absolute error, then the number of events which this logarithm reflects is affected only by a relative error. This is what is generally desired.

The simplest approach that uses this idea is to proceed as follows: The value $\nu$ stored in the register is imagined to represent
$\nu(n)=\log (1+n)$
where $n$ is the number of events that have occurred. Zero value corresponds to zero events.

Suppose that in the midst of counting, we have the value $\nu$ stored in the register. Whenever we get another event, we attempt to modify the contents of the register in the most appropriate way. All we have is the value $\nu$. As far as we know, the best estimate of the number of events so far is
$n_{\nu}=e^{\nu}-1$
so that the number of events including the current one is $e^{\nu}$. The value that we would like to return to the register is
$\nu^{\prime}=\log \left(1+e^{\prime}\right)$
but this is not in general an integer and we cannot just truncate or round the quantity for fear of accumulating serious error. Instead we let $\nu^{\prime}=k+f$ where $k$ is an integer and $0 \leqslant f<1$, and return either the value $k$ or the value $k+1$ to the register as the new value of $\nu$ with appropriately chosen probabilities so that the expected value of $\nu$ is correct.

The correct thing to do is to compute
$1 / \Delta=n_{\nu+1}-n_{\nu}$.
In every case of interest, $\Delta$ will be between 0 and 1 and so we can ignore the possibility of an integer part. We then obtain a random number $r$ from a random number generator uniformly distributed in the interval $0 \leqslant r<$ 1 and
if $\Delta>r, \quad$ set $\nu=\nu+1$
if $\Delta \leqslant r, \quad$ set $\nu=\nu$.
It is easy to prove that we have not by this procedure disturbed the expected value of the contents of the register. To prove this, observe that the random procedure substitutes for the correct value $\nu^{\prime}$ either
$\nu \quad$ with probability $\mathrm{I}-\Delta$, or
$\nu+1$ with probability $\Delta$.
Then the expected value of $n$ represented by the contents of $\nu$ is equal to

$$
\begin{aligned}
\Delta n_{\nu+1}+(1-\Delta) n_{\nu} & =\Delta\left(n_{\nu+1}-n_{v}\right)+n_{v} \\
& =\frac{e^{\nu+1}-1-e^{y}+1}{e^{v}(e-1)}+n_{\nu} \\
& =n_{v}+1
\end{aligned}
$$

After one event has occurred, the register contains the value 1 with probability .59 , or 0 with probability .41. When we come to interpret this value we would conclude that the number of events was
1.759 percent of the time, and

041 percent of the time.
The expected value in the register is correct, but the actual value is way off.
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We can jiggle the parameters of the method so that a count of one results in a register value of one and then the random rounding procedure has no effect on the first count. The function
$v=\log (n+1) / \log (2)$
has just the property we want. This formula is of course independent of the base of the logarithms.

## A General Solution

The class of functions that I have used and analyzed are the functions
$\nu(n)=\log (1+n / a) / \log (1+1 / a)$
where the parameter $a$ controls both the maximum count that can be held in the register and the expected error. The constant $\log (1+1 / a)$ in the denominator serves only to force $n=1$ to correspond to $\nu=1$ so that the random procedures have no effect on the first count and counts of 0 and 1 are represented exactly. It is in this way that good relative accuracy is preserved for small counts. The maximum value $n$ that can be represented using the parameter $a$ can be calculated from the inverted formula
$n_{\nu}=a\left((1+1 / a)^{\nu}-1\right)$.
The expected error in the estimated value of $n$ after $n$ counts can be calculated from the formula
$\sigma^{2}=n(n-1) / 2 a$.
This formula can be proved by induction on $n$.
Let us inspect the performance of this method using the parameter $a=30$. The largest value that can be represented in an 8 -bit counter is about 130,000 . The standard deviation $\sigma$ is approximately equal to $n / 8$ which implies that the relative error is nearly independent of $n$ and that 95 percent of the time the relative error will be less than 24 percent. Larger values of $a$ will lead to smaller maximum counts and, of course, to smaller relative error.

There is no need to compute any of the logarithms or powers during the counting process. A table containing the 255 values of $\Delta$ can be precomputed by the formula $\Delta_{j}=(a /(a+1))^{j}$ and accessed when a new count is made. The random number generator can be of the simplest sort and no great demands are made on its properties.

The distribution of errors is somewhat asymmetric for small counts, but as $n$ becomes larger, the distribution closely approximates the normal distribution. In the example above where $a=30$, the normal error curve gives a useful estimate of the error distribution for counts greater than about 20.
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#### Abstract

Solutions to the Dutch National Flag Problem have been given by Dijkstra [1] and Meyer [3]. Dijkstra starts with a simple program and arrives at an improved program by refinement. Both of the algorithms given by Dijkstra are shown to have an expected number of swaps which is $\frac{2}{3} \boldsymbol{N}+\boldsymbol{\theta}(\mathbf{1})$ and that these values differ at most by $\frac{1}{3}$ of a swap and asymptotically by $\frac{1}{4}$ of a swap. The algorithm of Meyer is shown to have expected swap complexity ${ }_{9}^{5} N$.
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## Introduction

Dijkstra [1] has defined a problem which he calls the Problem of the Dutch National Flag. It may be stated as follows. There is a row of $N$ buckets numbered from 1 to $N$. The buckets are arranged in numerical order with bucket 1 on the left and bucket $N$ on the right. Each bucket contains exactly one pebble and each pebble is
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