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Announcement:
 
CW2 delayed due to Admin reasons
Released tomorrow
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Agenda

1. Value Iteration & Policy Iteration
2. Causality
3. Game Theory (optional)
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Value Iteration & Policy Iteration
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Value Iteration & Policy Iteration
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Value Iteration & Policy Iteration
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Value Iteration & Policy Iteration
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● Same like value iteration but instead of only 
keeping the max utility function - max Q(s,a), 
keep track of the utility values for all actions in a 
given state - Q(s,a).

● Policy is still greedily derived by taking the action 
with max utility
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Value Iteration & Policy Iteration
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Value Iteration & Policy Iteration
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Value Iteration & Policy Iteration

● Both value iteration and policy Iteration compute optimal values and policies

● In value iteration:
○ Every iteration updates both the value and (implicitly) the policy
○ The policy is not tracked but is easily accessible through the max over actions

● In policy iteration:
○ We do several passes that update the value function of a fixed policy. Each pass is fast 

since we consider only one action, not all of them
○ After the policy is evaluated - value function converges/is calculated, a new policy is 

extracted
○ The new policy will be better or the same => done

● Both are dynamic programs for solving MDPs
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Causality
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Causality
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Causality
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Causality
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Causality - Kidney Stones Example
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Causality - Kidney Stones Example
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Causality - Slipperiness Counterfactual Example

Observe that it is slippery (SL=True) and the 
sprinkler is on (S=ON).

Wish to access the probability that the ground 
would be slippery, had the sprinkler been 
OFF.
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Causality - Slipperiness Counterfactual Example

Sprinkler=OFF should still be treated as 
interventional surgery, but only after we fully 
account for the evidence given: Slippery=True 
and Sprinkler=ON.

1. Abduction: Interpret the past in light of the 
evidence

2. Action: Bend the course of history 
(minimally) to account for the hypothetical 
Sprinkler=OFF.

3. Prediction: Project the consequences to 
the future.

For more details check pages 1-10 from 
http://ftp.cs.ucla.edu/pub/stat_ser/r260-reprint.pdf
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Game Theory

Pick-a-Hand Example

● Hider has 2 coins
○ Puts 1 in Left hand OR
○ Puts 2 in Right hand

● Chooser guesses

Chooser:
P(L) = 1-p
P(R) = p

E[L] = 1-p
E[R] = 2p

max min {2p, 1-p}
p = ⅓ 

Hider:
P(L) = 1 - q
P(R) = q

E[L] = 1-q
E[R] = 2q

max min {2q, 1-q}
q = ⅓ 

Thus,by choosing R with probability ⅓ and L 
with probability ⅔ , chooser assures expected 
payoff of ⅔ , regardless of whether hider 
knows their strategy

Choose can assure expected gain of at least ⅔, 
hider can assure an expected loss of no more 
than ⅔, regardless of what either knows of the 
other’s strategy.
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Examples and images were taken from the following resources:

1. Value Iteration + Policy Iteration Resources
○ Introduction to Artificial Intelligence, CS188 course, Berkeley
○ CS 188: Artificial Intelligence Markov Decision Processes
○ CS 188: Artificial Intelligence Markov Decision Processes II
○ Deep RL Bootcamp 2017, Lecture 1, Peter Abbeel

2. Causality Resources
○ Jonas Peters Causality 4-part series
○ Probabilities Of Causation: Three Counterfactual Interpretations And Their Identification, Judea Pearl
○ Causality, Second Edition, Judea Pearl
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Thanks. If you have questions:

yordan.hristov@ed.ac.uk
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