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Correctness	vs.	Security	
•  Program	or	system	correctness:	
			program	sa6sfies	specifica6on	

–  For	reasonable	input,	get	reasonable	output	
•  Program	or	system	security:	
			program	proper6es	preserved	in	the	face	of	a?ack	

–  For	unreasonable	input,	output	not	completely	disastrous	
•  Main	difference:	adversary	

–  Ac6ve	interference	from	a	malicious	agent	
–  It	is	very	difficult	to	come	up	with	a	model	that	captures	all	
possible	adversarial	ac6ons	

•  Hence	for	the	need	for	discussion	around	models	
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An	Ongoing	Situa6on	
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Why	do	we	Give	it	Away?!	
Loca6on	Based	Services	
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Robots	are	Becoming	Connected	too!	
What	are	the	implica6ons?	

	
	
Already	in	your	home:	
h?ps://www.youtube.com/
watch?v=H0h20jRA5M0	
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Discuss…	

1.  What	is	“privacy”?	How	will	you	model	it?	

2.  How	will	you	ensure	it	through	computa6onal	means?	(We	
will	not	spend	much	6me	discussing	regula6on,	social	
engineering,	etc.	–	topic	of	a	whole	other	course!)	
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Loca6on	Privacy	

•  “…	the	ability	to	prevent	other	par6es	from	learning	one’s	
current	or	past	loca6on”	[Beresford	+	Stajano]	

•  Principle	is	that	the	person	whose	loca6on	is	being	measured	
should	control	who	can	know	it	

•  Many	ways	in	which	loca6on	informa6on	can	be	revealed:	
1.  When:	A	subject	may	be	more	concerned	about	current	

or	future	loca6on	being	revealed	than	past	loca6ons	
2.  How:		User	may	be	comfortable	if	friends	can	manually	

request	loca6on	but	not	want	alerts	sent	automa6cally	
3.  Extent:	User	may	prefer	to	have	loca6on	reported	as	

ambiguous	region	rather	than	precise	point	
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Computa6onal	Threats	

•  Consequences	of	loca6on	leak	can	range	from	uncomfortably	
creepy	(being	watched),	to	unwanted	revela6on	(e.g.,	AIDS	
clinic,	poli6cal	loca6ons),	to	actual	physical	harm.	

•  Computa6onal	a?acks	include:	
–  Analysis	of	movement	pa?erns,	e.g.,	GPS	traces	
–  “Inference”	a?acks	
–  Context	inference	
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Analysis	of	Movement	Pa?erns	

Examples	(omen	benign)	from	the	literature:	
•  Look	for	places	where	GPS	signal	is	lost	three	or	more	6mes	

within	a	given	radius	
–  Omen	happens	because	a	building	blocks	the	signal,	so	
prompt	user	to	enter	loca6on	

–  Cluster	such	places	and	treat	as	labels	
•  Look	for	combina6ons	of	dwell	6me,	breaks	in	6me	or	

distance,	and	periods	of	low	GPS	accuracy	–	treat	as	
poten6ally	significant	loca6ons	

•  Fingerprin6ng	through	the	use	of	repeatable	sets	of	in-range	
GSM	and	Wi-Fi	base	sta6ons	
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“Inference	A?acks”	

Use	inference	algorithms	(e.g.,	Bayesian	inference)	to	go	from	
evidence	(observed	traces	of	movement)	to	latent	variables	
(e.g.,	loca6ons	of	interest	ac6ng	as	goals)	
	
Examples	of	how	a?acks	get	carried	out:	
•  Using	loca6on	measurements	from	an	indoor	sensor,	examine	

where	people	in	an	office	building	spent	their	6me,	including	
e.g.,	who	spent	more	6me	than	anyone	else	at	a	given	desk?	

•  Using	week-long	GPS	traces	from	drivers	in	a	city,	
algorithmically	determine	the	home	loca6ons	of	drivers	
–  Can	be	done	to	up	to	85%	accuracy	
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“Context”	Inference	

We	can	infer	many	more	things	beyond	home	loca6on	
	
Examples:	
•  Use	GPS	traces	to	infer,	in	real	6me,	a	moving	person’s	mode	

of	transporta6on	(bus/foot/car)	
•  Predict	their	route	based	on	historical	movement	data	
•  Very	common	to	predict	poten6al	routes	and	target	

des6na6ons	(highly	developed	due	to	Uber,	etc.)	
•  Can	look	at	mul6-agent	data	to	iden6fy	events	such	as	

mee6ngs	and	stopover	loca6ons	
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Computa6onal	Countermeasures:	
What	could	One	Do?	

Four	main	routes:	
•  Regulatory	strategies:	government	rules	on	what	is	OK	
•  Privacy	policies:	trust-based	agreements	between	individuals	

and	those	receiving	the	data	
•  Anonymity:	use	a	pseudonym	and	create	ambiguity	by	

grouping	with	other	people	
•  Obfusca6on:	reduce	the	quality	of	loca6on	data	
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Anonymity	
•  Replace	associated	name	with	an	untraceable	ID,	i.e.,	

pseudonym	(could	be	long-term	or	frequently	changing)	
–  What	is	the	benefit	of	frequent	change?	
–  What	is	the	prac6cality	of	using	this	as	protec6on?	

•  Algorithmic	ideas:	
1.  K-anonymity:	Instead	of	pseudonymously	repor6ng	exact	loca6on,	

person	reports	a	region	containing	k-1	other	people	
•  Person	can	not	be	dis6nguished	from	k-1	other	people	
•  May	need	historical	k-anonymity	(when	a?acker	can	use	traces)	

2.  Mix	zones:	Give	new	pseudonym	in	regions	
•  Defined	as	outside	of	well	known	labelled	areas	
•  Hard	for	a?acker	to	guess	iden6ty	in	this	zone	
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Obfusca6on	

•  Degrading	the	quality	of	loca6on	measurements	may	reduce	
threats	to	loca6on	privacy	

•  Inaccuracy:	give	measurement	different	from	actual	
•  Add	addi6ve	noise	and/or	quan6za6on	

–  Is	this	enough?	Discuss	when	and	how	much…	
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Modelling	Loca6on	Privacy	

What	to	include	in	the	model:	
•  Set	of	mobile	users	
•  Set	of	all	possible	traces	(mo6on	trajectories)	
•  Loca6on	Privacy	Preserving	Mechanism	(LPPM)	–	the	protocol	
•  Set	of	all	observable	traces	

•  Specifica6on	of	the	“Adversary”	
•  Specifica6on	of	an	evalua6on	metric,	i.e.,	when	is	an	

adversary	considered	to	have	succeeded	
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Loca6on	Privacy	Preserving	Mechanisms	
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Obfusca6ng	Loca6on	

•  Consider	user	u	whose	actual	
loca6on	is	region	r12	

•  Different	obfusca6on	
methods	will	replace	r12	
with	a	different	loca6on	
pseudonym	rʹ	
–  Perturba6on:	rʹ	=	{14}	
–  Add	dummy	regions:	rʹ	=	
{12,	15,	26}		

–  Reduce	precision,	rʹ	=	{9,	
10,	11,	12,	13,	14,	15}		

–  Loca6on	hiding,	rʹ	=	∅	
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Main	Inference	Problem	in	Tracking	A?acks	
•  A?acker	has	par6al	traces	of	loca6on,	possibly	amer	some	

kind	of	obfusca6on	
•  They	need	to	solve	an	inference	problem	(for	parameters	of	a	

Markov	Chain,	P),	which	involves	first	comple6ng	the	traces	
•  Direct	computa6on	is	intractable	(sum	of	terms	whose	

number	grows	exponen6ally	with	length	of	trace)	
–  Use	sampling	based	approxima6ons	
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Many	Varia6ons	on	this	Theme	of	
Inference	A?acks	

•  Tracking	a?acks:	Maximimize	a	quan6ty	of	the	form,	

to	determine	pseudonym	permuta6on	assignments	(σ)	and	actual	
traces	(A)	given	observed	traces	(O)	

•  Localiza6on	a?ack:	More	specifically,	determine	the	
probability	of	a	user	being	at	a	loca6on	at	a	specific	6me	
(given	some	knowledge	of	user	profile	Pu),	
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A	More	General	View	of	Privacy		
in	Data	Anslysis	

xn	

xn-1	
! 

x3	

x2	

x1	

San	
Users 
(government, 
researchers, 
marketers, …)  

query	1	

answer	1	

query	T	

answer	T	

! DB=	

random	coins	

¢ ¢ ¢  

San: Sanitization mechanism; DB: database 
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Examples	of	Sani6za6on	Methods	

•  Input	perturba6on	
–  Add	random	noise	to	database,	release	

•  Summary	sta6s6cs	
– Means,	variances	
– Marginal	totals		
–  Regression	coefficients	

•  Output	perturba6on	
–  Summary	sta6s6cs	with	noise	

•  Interac6ve	versions	of	the	above	methods	
–  Auditor	decides	which	queries	are	OK,	type	of	noise	
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Differen6al	Privacy	

xn	
xn-1	
! 
x3	
x2	
x1	

San	

query	1	
answer	1	

query	T	
answer	T	

! DB=	

random	coins	
¢ ¢ ¢  

Adversary	learns	Alex’s	height	even	if	he	is	not	in	the	database	

Intui6on:	“Whatever	is	learned	would	be	learned	regardless	of	whether	or	
not	Alex	par6cipates”	

Dual:	Whatever	is	already	known,	situa6on	will	not	get	worse	

Adversary A 
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Differen6al	Privacy	

xn	
xn-1	
! 
0	
x2	
x1	

San	

query	1	
answer	1	

query	T	
answer	T	

! DB=	

random	coins	
¢ ¢ ¢  Adversary A 

Define	n+1	games	
Game	0: 	Adv.	interacts	with	San(DB)	
Game	i: 	Adv.	interacts	with	San(DB-i);	DB-i	=	(x1,…,xi-1,0,xi+1,…,xn)	

Given	S	and	prior	p()	on	DB,	define	n+1	posterior	distrib’s	
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Differen6al	Privacy	

xn	
xn-1	
! 
0	
x2	
x1	

San	

query	1	
answer	1	

query	T	
answer	T	

! DB=	

random	coins	
¢ ¢ ¢  Adversary A 

San	is	safe	if		
∀	prior	distribu6ons	p(¢)	on	DB,	
∀	transcripts	S,	∀	i	=1,…,n	

	 	StatDiff(	p0(¢|S)	,	pi(¢|S)	)	≤	ε	
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(Sta6s6cal)	Indis6nguishability	

xn	
xn-1	
! 
x3 

x2	
x1	

San	

query	1	
answer	1	

query	T	
answer	T	

! DB=	

random	coins	
¢ ¢ ¢  

transcript 
S 

xn	
xn-1	
! 
y3 

x2	
x1	

San	

query	1	
answer	1	

query	T	
answer	T	

! DB’= 

random	coins	
¢ ¢ ¢  

transcript 
S’ 

Differ	in	1	row	
Distance		
between	
distribu6ons	
is	at	most	ε	
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