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Goal

• Want a representation of documents for

• Clustering

• Retrieval

• Detecting outliers (e.g., new events)

• Visualisation

• Embed documents in a vector space
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Vector Space (Geometrically)

Two news articles:

A.

B.
steve

apple

pear

B.

A.

(Could also incorporate idf, if you know about that.)

✓ = (nv1 , nv2 , . . . , nvm)

continuous representation 
of document

number of times word 2 in the vocabulary
occurs in the document
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Latent Semantic Analysis
IDEA: Embed the documents in a lower-dimensional space.

Like a change of basis in linear algebra, i.e.,

steve

apple

pear

B.

topic1

topic2

To represent a document, we 
project it onto each of the topics.

Each of the “basis vectors” is a point in the 
vocabulary space.

So we can view them as a “topic”, i.e., a weighted 
combination of words that tend to co-occur.
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The Simplex

p1

p2

p3

(1,0,0)

(0,1,0)

(0,0,1)

The probability simplex is the set of points

Every point on the simplex represents a 
probability distribution with n outcomes.

(p1, p2, . . . , pn)

X

i

pi = 1

pi � 0,8i

such that

and

hyperplane

positive orthant
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The Simplex (for Words)

apple

pearsteve

(0,1,0)

(0,0,1)(1,0,0)
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Problems

• This simple vector space representation is 
useful for information retrieval

• But not as useful for lots of other things

• Visualisation

• Event detection

• Want to reduce the dimensionality
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To find basis vectors: use Principal Components Analysis.

X = UDVT

terms

docs

=X

U and V are orthonormal,
i.e. UTU = I

U
D

VT

M x D M x K K x K

K x D

The columns of UD are the principal components

M: Number of terms
D: Number of documents
K: Number of “topics” (size of latent space)
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To find basis vectors: use Principal Components Analysis.

X = UDVT

terms

docs

=X U
D

VT

M x D M x K K x K

K x D

Columns of UD: “location” of a term in the latent space

Columns of  DVT: “location” of a doc in the latent space

S = DV T S = [s1s2 . . . sD]

xi = Usi

e.g., Call with columns

Then for each document 
Wednesday, 8 February 12

Why this factorisation?

Elements of Statistical Learning (2nd Ed.) c©Hastie, Tibshirani & Friedman 2009 Chap 14
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FIGURE 14.20. The first linear principal component
of a set of data. The line minimizes the total squared
distance from each point to its orthogonal projection
onto the line.

X = UDVT

(where U, V singular vectors, D singular values)

minimises reconstruction error

i.e., finds the best low-dimensional plane 
for projecting the data
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Terminology
Singular value decomposition: The factorisation X=UDVT

Principal components analysis: application of SVD to data matrices

Latent semantic analysis: application of PCA to term-document matrices

Latent semantic indexing: application of LSA in a search engine

Square matrices have eigenvectors and eigenvalues

Non-square matrices have singular vectors and singular values

Special bonus fact: SVD is the same as eigenvalue-finding.
  The columns of U are the eigenvectors of XTX. 
  (Easy to show: Use fact that V is orthonormal.)
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Unlike many typical uses of factor analysis, we are not 
necessarily interested in reducing the representation to a 
very low dimensionality, say two or three factors, because 
we are not interested in being able to visualize the space or 
understand it. But we do wish both to achieve sufficient 
power and to minimize the degree to which the space is 
distorted. We believe that the representation of a concep- 
tual space for any large document collection will require 
more than a handful of underlying independent “concepts,” 
and thus that the number of orthogonal factors that will 
be needed is likely to be fairly large. Moreover, we be- 
lieve that the model of a Euclidean space is at best a use- 
ful approximation. In reality, conceptual relations among 
terms and documents certainly involve more complex struc- 
tures, including, for example, local hierarchies, and non- 
linear interactions between meanings. More complex 
relations can often be made to approximately fit a dimen- 
sional representation by increasing the number of dimen- 
sions. In effect, different parts of the space will be used 
for different parts of the language or object domain. Thus 
we have reason to avoid both very low and extremely high 
numbers of dimensions. In between we are guided only by 
what appears to work best. What we mean by “works best” 
is not (as is customary in some other fields) what repro- 
duces the greatest amount of variance in the original ma- 
trix, but what will give the best retrieval effectiveness. 

TABLE 2. A sample dataset consisting of the titles of nine technical 
memoranda. Terms occurring in more than one title are italicized. There 
are two classes of documents-five about human-computer interaction 
(~1~5) and four about graphs (ml-m4). This dataset can be described by 
means of a term by document matrix where each cell entry indicates the 
frequency with which a term occurs in a document. 

Technical Memo Example 

Titles 
cl: 
c2: 
c3: 
4: 

c5: 
ml: 
m2: 
m3: 
m4: 

Human machine interjuce for Lab ABC computer applications 
A survey of user opinion of computer sysrem response time 
The EPS user interface management system 
System and human system engineering testing of EPS 
Relation of user-perceived response time to error measurement 
The generation of random, binary, unordered trees 
The intersection graph of paths in trees 
Graph minors IV: Widths of trees and well-quasi-ordering 
Graph minors: A survey 

How do we process a query in this representation? Re- 
call that each term and document is represented as a vector 
in k-dimensional factor space. A query, just as a docu- 
ment, initially appears as a set of words. We can represent 
a query (or “pseudo-document”) as the weighted sum of its 
component term vectors. (Note that the location of each 
document can be similarly described; it is a weighted sum 
of its constituent term vectors.) To return a set of potential 
candidate documents, the pseudo-document formed from a 
query is compared against all documents, and those with 
the highest cosines, that is the nearest vectors, are re- 
turned. Generally, either a threshold is set for closeness of 
documents and all those above it returned, or the n closest 
are returned. (We are concerned with the issue of whether 
the cosine measure is the best indication of similarity to 
predict human relevance judgments, but we have not yet 
systematically explored any alternatives, cf. Jones and 
Furnas, 1987.) 

Terms 
cl c2 

human 1 0 
interface 1 0 
computer 1 1 
user 0 1 
system 0 1 
response 0 I 
time 0 1 
EPS 0 0 
survey 0 1 
trees 0 0 
graph 0 0 
minors 0 0 

Documents 
c3 c4 c5 ml 
0 I 0 0 
I 0 0 0 
0 0 0 0 
1 0 I 0 
1 2 0 0 
0 0 1 0 
0 0 I 0 
1 1 0 0 
0 0 0 0 
0 0 0 1 
0 0 0 0 
0 0 0 0 

m2 m3 m4 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 1 
1 I 0 
1 1 1 
0 1 1 

just two dimensions. Figure 1 shows the two-dimensional 
geometric representation for terms and documents that re- 
sulted from the SVD analysis. Details of the mathematics 
underlying the analysis will be presented in the next sec- 
tion. The numerical results of the SVD for this example are 
shown in the appendix and can be used to verify the place- 
ment of terms and documents in Figure 1. Terms are shown 
as filled circles and labeled accordingly; document titles 
are represented by open squares, with the numbers of the 
terms contained in them indicated parenthetically. Thus, 
each term and document can be described by its position in 
this two-dimensional factor space, 

A concrete example may make the procedure and its One test we set ourselves is to find documents relevant 
putative advantages clearer. Table 2 gives a sample data- to the query: “human computer interaction.” Simple term 
set. In this case, the document set consisted of the titles of matching techniques would return documents cl, c2, and 
nine Bellcore technical memoranda. Words occurring in c4 since they share one or more terms with the query. How- 
more than one title were selected for indexing; they are ever, two other documents, which are also relevant (c3 and 
italicized. Note that there are two classes of titles: five c5), are missed by this method since they have no terms 
about human-computer interaction (labeled c I -c5) and in common with the query. The latent semantic structure 
four about graph theory (labeled ml-m4). The entries in method uses the derived factor representation to process 
the term by document matrix are simply the frequencies the query; the first two-dimensions are shown in Figure I. 
with which each term actually occurred in each document. First, the query is represented as a “pseudo-document” in 
Such a matrix could be used directly for keyword-based re- the factor space. Two of the query terms, “human” and 
trievals or, as here, for the initial input of the SVD analysis. “computer,” are in the factor space, so the query is placed 
For this example we carefully chose documents and terms at their centroid and scaled for comparison to documents 
so that SVD would produce a satisfactory solution using (the point labeled q in Figure 1 represents the query). 

396 JOURNAL OF THE AMERICAN SOCIETY FOR INFORMATION SCIENCE-September 1990 

[Deerwester et al, J of Am Soc for 
Information Science, 1990]
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2-D Plot of Terms and Dots from Example 

0 m4(9,11,12) 
10 tree, 

Yli~(lmd~; 

l 9 survey 

ml(10) 
, .- 

I’ 
,’ 0 c2(3,4,5,6,7,9) 

\ \ \ \ 98 EPS 0 c3(2,45,8) 
\ l 5 system 

\ 
\ 0 c4(1,5,8) 

\ 

\ 
\ 

\ 
Dimension 1’ 

FIG. I. A two-dimensional plot of 12 Terms and 9 Documents from the sampe TM set. Terms are represented by filled circles. Documents are shown 
as open squares, and component terms are indicated parenthetically. The query (“human computer interaction”) is represented as a pseudo-document at 
point 9. Axes are scaled for Document-Document or Tern-Term comparisons. The dotted cone represents the region whose points are. within a cosine of 
.9 from the query 4. All documents about human-computer (clLc5) are “near” the query (i.e., within this cone), but none of the graph theory documents 
(ml-m4) arc nearby, In this reduced space, even documents c3 and c5 which share no terms with the query arc near it. 

Then, we simply look for documents which are near the 
query, q. In this case, documents cl-c5 (but not ml-m4) 
are “nearby” (within a cosine of .9, as indicated by the 
dashed lines). Notice that even documents c3 and c5 which 
share no index terms at all with the query are near it in 
this representation. The relations among the documents ex- 
pressed in the factor space depend on complex and indirect 
associations between terms and documents, ones that come 
from an analysis of the structure of the whole set of rela- 
tions in the term by document matrix. This is the strength 
of using higher order structure in the term by document 
matrix to represent the underlying meaning of a single 
term, document, or query. It yields a more robust and eco- 
nomical representation than do term overlap or surface- 
level clustering methods. 

Technical Details 

The Singular Value Decomposition (SVD) Model. 
This section details the mathematics underlying the par- 
ticular model of latent structure, singular value decomposi- 
tion, that we currently use. The casual reader may wish to 
skip this section and proceed to the next section. 

Any rectangular matrix, for example a t x d matrix of 
terms and documents, X, can be decomposed into the 
product of three other matrices: 

X = T&D,‘, 

such that T,, and D, have orthonormal columns and S, is di- 
agonal. This is called the singular value decomposition of 
X. T,, and D, are the matrices of left and right singular vec- 
tors and SO is the diagonal matrix of singular values.4 Sin- 
gular value decomposition (SVD) is unique up to certain 
row, column and sign permutation? and by convention the 
diagonal elements of SO are constructed to be all positive 
and ordered in decreasing magnitude. 

%VD is closely related to the standard eigenvalue-eigenvector or 
spectral decomposition of a square symmetric matrix, Y, into WY’, 
where V is orthonormal and L is diagonal. The relation between SVD and 
eigen analysis is more than one of analogy. In fact, TO is the matrix of 
eigenvectors of the square symmetric matrix Y = XX’, DO is the matrix 
of eigenvectors of Y = X’X, and in both cases, 5: would be the matrix, 
L , of eigenvalues. 

‘Allowable permutations are those that leave SO diagonal and maintain 
the correspondences with TO and Da. That is, column i and j of SO may be 
interchanged iff row i andj of SO are interchanged, and columns i and j of 
T,, and Da are interchanged. 
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Filled circles:  Terms The latent space

Open squares: Documents

q: query “human computer”

dashed lines: cosine distance 
of 0.9 from q
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Problems with LSA

• Possible that the “reconstruction” of a 
document has negative term frequencies

• Implicit Gaussian assumption in the 
minimisation problem (i.e., from PCA)

• Not compositional: How do I incorporate 
other types of information
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Probabilistic LSA

We can avoid these difficulties using a 
probabilistic model.  To do this, we need to:

1. Define a model

2. Figure out how to do inference

3. Figure out how to do parameter estimation

[Hoffman, UAI 1999]
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Probabilistic Latent Semantic Analysis
For each document d 

Generate Nd from Geometric(pd)

Wednesday, 8 February 12



Probabilistic Latent Semantic Analysis
For each document d 

Generate Nd from Geometric(pd)

For word index i = 1, 2, ... Nd 

Sample  zi  from a discrete 
distribution with parameters    ✓d

... ...
Doc 1 Doc 2
z1 z2 zN1

zN2z1 z2

Each zi is a cluster label, i.e.,   zi 2 {Cluster0,Cluster1, . . . ,ClusterK}
So ✓d a distribution over the cluster labels, i.e., a point on the K-dimensional simplex 

✓dk = p(z = Clusterk|d)
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Probabilistic Latent Semantic Analysis
For each document d 

Generate Nd from Geometric(pd)

For word index i = 1, 2, ... Nd 

Sample  zi  from a discrete 
distribution with parameters    ✓d

... ...
Doc 1 Doc 2
z1 z2 zN1

zN2z1 z2

Sample wi  from a discrete 
distribution with parameters    

 zi

... ...

a distribution over words, i.e., a point on the M-dimensional simplex 

 zi

One of these distributions for each possible cluster.

 k,v = p(wj = v|zj = Clusterk)

w1 w2 wN1
wN2w1 w2

Wednesday, 8 February 12

Use Plates

... ...
Doc 1 Doc 2
z1 z2 zN1

zN2z1 z2

... ...

z

w

D

Nd

Plate means “copy this structure over and over”

w1 w2 wN1
wN2w1 w2

Wednesday, 8 February 12

The Parameters

✓ = (✓1, ✓2, . . . , ✓D)

The distributions that generate z’s

The distributions that generate w’s

D(K � 1)

K(M � 1)

Each one of these guys is a distribution over topics

Each one of these guys is a distribution over words

(This is a lot.)

How do we estimate all of these?

 = ( 1, 2, . . . , K)
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Analogy to LSA

U

VT

M x K

K x D

Terms to topics

Documents to topics

⇠

⇠

The distributions that generate w’s

K(M � 1)

Each one of these guys is a distribution over words

 = ( 1, 2, . . . , K)

✓ = (✓1, ✓2, . . . , ✓D)

The distributions that generate z’s

D(K � 1)

Each one of these guys is a distribution over topics
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1. Define a model

2. Figure out how to do inference

3. Figure out how to do parameter estimation

Now what?

p(w, z, Nd) = (1 � pd)
Ndpd

NdY

i=1

✓d,zi
 zi,wi

p(Nd) p(zi|Nd) p(wi|zi, Nd)
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Now what?
1. Define a model

2. Figure out how to do inference

3. Figure out how to do parameter estimation

p(w, z, Nd) = (1 � pd)
Ndpd

NdY

i=1

✓d,zi
 zi,wi
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1. Inference
Inference here means:

Fix ✓, 

For each document, word, compute
p(wj ; ✓, )

z

w

D

Nd

in PLSA model:
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1. Inference
Inference here means:

Fix ✓, 

For each document, word, compute

p(wdj ; ✓, ) =

KX

zdj=1

p(wdj , zdj ; ✓, )

(assume they’re known for certain)

=

KX

zdj=1

p(wdj |zdj ; )p(zdj ; ✓)

=

KX

zdj=1

 wdj ,zdj
✓d,zdj

Wednesday, 8 February 12

2. Parameter estimation
Use maximum likelihood.  The logarithm of the likelihood is

L(✓, ) = log p(w1,w2, . . . ,wD; ✓, )

This is the marginal distribution we just looked at.

= log
DY

d=1

NdY

i=1

KX

zdj=1

p(zdj |✓d)p(wdj |zdj , )

=
DX

d=1

NdX

i=1

log
KX

zdj=1

✓d,zdj
 wdj ,zdj

We want to maximise this distribution with respect to 

✓ = (✓1, ✓2, . . . , ✓D)

 = ( 1, 2, . . . , K)
subject to

KX

z=1

✓dk = 1,8d

MX

v=1

 vk = 1,8k

✓dk � 0

 vk � 0
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this is just 

Expectation Maximisation
E-step: “Fill in” distribution over missing data using the current parameters

M-step: Find new parameters by maximising likelihood with “filled in” distribution

Here: Missing data are the zdj

qdj := p(zdj |wdj , ✓, )

(Detail: Hoffman uses a “tempered EM” to get this to work.  You don’t need to know about this.)

=
p(zdj , wdj |✓, )

p(wdj |✓, )
eqn for this on “Inference” slide

 zdj ,wdj
✓d,zdj

Iterate: E-step and M-step until converged

The solution looks the same as ML with multinomial data, e.g.,

✓⇤, ⇤ = arg max
✓, 

X

d

X

j

X

zdj

qdj log p(wdj |zdj)
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Topics
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Use in IR

0 50 100
0

10

20

30

40

50

60

70

80

90

MED

recall [%]

pr
ec

is
io

n 
[%

]

0 50 100
0

10

20

30

40

50

60

70

CRAN

recall [%]
0 50 100

0

10

20

30

40

50

60

CACM

recall [%]
0 50 100

0

5

10

15

20

25

30

35

40

45

50

CISI

recall [%]

cos
LSI
PLSI*

cos
LSI
PLSI*

cos
LSI
PLSI*

cos
LSI
PLSI*

0.6 0.7 0.8 0.9 1

1200

1400

1600

1800

2000

beta

pe
rp

le
xi

ty

K=48

0.6 0.7 0.8 0.9 1

30

40

50

60

70

beta

av
er

ag
e 

pr
ec

is
io

n K=48

0.6 0.7 0.8 0.9 1

1200

1400

1600

1800

2000

beta

pe
rp

le
xi

ty

K=128

0.6 0.7 0.8 0.9 1

30

40

50

60

70

beta

av
er

ag
e 

pr
ec

is
io

n K=128

Wednesday, 8 February 12

What’s wrong with PLSA

• Too many parameters [Practical]

• Not really a probabilistic model at the 
document level [Aesthetic]

Solution to both: Be Bayesian!
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Number of flips: 

Remember Bayesianism
Maximum likelihood: Maximize over parameters, Bayes: Integrate over them

Example: Flipping a coin.  Want to estimate probability     of coin coming up heads.✓

We can do the same thing using the pLSA likelihood. This give a Bayesian pLSA, which is called latent 
Dirichlet allocation (LDA).

Number of heads: Nh N

Likelihood:
p(Nh|✓) =

✓
N
Nh

◆
✓Nh(1 � ✓)N�Nh

Parameter estimate (ML):

✓̂ = arg max
✓2[0,1]

log p(Nh|✓) =
Nh

N

Bayesian:
Prior (ex: uniform):

Joint model:

Posterior:

p(✓) = 1 if ✓ 2 [0, 1], 0 otherwise

In this example:
✓|Nh ⇠ Beta(1 + Nh, 1 + N � Nh)

p(✓|Nh) = C(Nh)✓Nh(1 � ✓)N�Nh

p(Nh, ✓) = p(Nh|✓)p(✓)

p(✓|Nh) =
p(Nh|✓)p(✓)

p(Nh)
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Latent Dirichlet Allocation

z

w

D

Nd

PLSA

z

w

D

Nd

✓

 

LDA

[Blei, Ng, and Jordan, 2003]
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LDA, unrolled
Doc 1 Doc 2

✓1 ✓2

z11 z12 z13

w13w12w11 w21 w22 w23 w24

z24z23z22z21
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Digression

z

w

D

Nd

PLSA

z

w

D

Nd

✓

 

LDA

z

w

D

Nd

???

Wednesday, 8 February 12

Digression

z

w

D

Nd

PLSA

z

w

D

Nd

✓

 

LDA

z

w

D

Nd

Document
clustering
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Dirichlet Distribution
Dirichlet is a generalization of the beta distribution

for n-dimensional probability vectors rather than 2-d

Dirichlet is conjugate to multinomial just as beta is to binomial

where     is a point on the unit simplex, i.e., ✓

✓k � 0,
X

k

✓k = 1

C is some number that does not depend on    and that you don’t 
have to think about for our purposes.

✓

p(✓|↵) = C

KY

k=1

✓↵k�1
k
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Dirichlet Examples

[Source: https://projects.csail.mit.edu/church/wiki/Models_with_Unbounded_Complexity]
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Exercise
If the idea of Bayes for pLSA is in the clouds, consider this model

w

D

Nd

✓

Q: What is the formula for the posterior

The answer is very similar to the coin flip case.

Think of it like a die with one word from the 
vocabulary on each face.

p(✓|w1 . . .wD)

p(w1 . . .wD|✓) =
DY

d=1

NdY

j=1

✓wdj

p(✓|↵) = C

KY

k=1

✓↵k�1
k
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Latent Dirichlet Allocation

 

Generate      from Dirichlet(    )
For each topic k

 k �
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Latent Dirichlet Allocation

For each document d 

Generate      from Dirichlet(    )✓d ↵

✓1 ✓2Generate      from Dirichlet(    )
For each topic k

 k �
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Latent Dirichlet Allocation

For each document d 

Generate      from Dirichlet(    )✓d ↵

✓1 ✓2

Generate Nd from Geometric(pd)

For word index i = 1, 2, ... Nd 

Sample  zi  from a discrete 
distribution with parameters    ✓d

z11 z12 z22z21

 

Generate      from Dirichlet(    )
For each topic k

 k �
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Latent Dirichlet Allocation

For each document d 

Generate      from Dirichlet(    )✓d ↵

✓1 ✓2

Generate Nd from Geometric(pd)

For word index i = 1, 2, ... Nd 

Sample  zi  from a discrete 
distribution with parameters    ✓d

z11 z12 z22z21

w12w11 w21 w22

 

Sample wi  from a discrete 
distribution with parameters    

Generate      from Dirichlet(    )
For each topic k

 k �

 zi
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OK. Now what?
There are two things that you want to do with 
any probabilistic model:

2. Estimate parameters

1. Probabilistic inference 
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1. Inference
Inference here means:

For each document, word, compute

in LDA model:

p(✓, , z1, . . . , zD|w1 . . .wD)
z

w

D

Nd

✓
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For each document, word, compute
p(✓, , z1, . . . , zD|w1 . . .wD)

Two main ways to approximate this:

1. Variational methods

2. Markov chain Monte Carlo

You’ll learn both in MLPR, but for now....
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Monte Carlo
As a Bayesian, I care about the posterior:

p(✓, , z1, . . . , zD|w1 . . .wD)

Suppose I want to know the posterior mean, i.e.:

E[✓|w1 . . .wD] =

Z

✓

Z

 

X

z1...zD

✓p(✓, , z1 . . . zD|w1 . . .wD)

Can’t compute this analytically.  But suppose that
I can draw samples:

✓m ⇠ p(✓, , z1 . . . zD|w1 . . .wD) for m = 1, 2, . . . M
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Monte Carlo
Suppose I want to know the posterior mean, i.e.:

E[✓|w1 . . .wD] =

Z

✓

Z

 

X

z1...zD

✓p(✓, , z1 . . . zD|w1 . . .wD)

Can’t compute this analytically.  But suppose that
I can draw samples:

✓m ⇠ p(✓, , z1 . . . zD|w1 . . .wD) for m = 1, 2, . . . M

Then can approximate

E[✓|w1 . . .wD] ⇡ 1

M

MX

m=1

✓m

This is called Monte Carlo integration
Wednesday, 8 February 12

Markov Chain
A Markov chain is any probability distribution

s1 s2 s3

We write it as p(s1, s2, . . . sN ) =

NY

i=1

p(si|si�1)

Marginal distributions
p(s1), p(s2), p(s3), . . .

can be computed by the forward algorithm...

transition distribution
transition kernel
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Markov Chain
A Markov chain is any probability distribution

s1 s2 s3

Marginal distributions
p(s1), p(s2), p(s3), . . .

can be computed by the forward algorithm...

Question: Does this limit exist:

p⇤(s) = lim
T!1

p(sT )

In many cases, yes.  This is called a stationary 
distribution.
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Stationary Distributions

Example: sT 2 {0, 10}
s1 = 3

This is called a 
“random walk”.

p(sT |sT�1) =

(
sT�1 + 1 with probability 0.5

sT�1 � 1 with probability 0.5

Then it’s actually easy to see that:

p⇤(s) = 1
11 for any s 2 {0, 10}
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Example
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p(s1) p(s5) p(s100)
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Markov Chain Monte Carlo

How do you pick the transition kernel?

✓m ⇠ p(✓, , z1 . . . zD|w1 . . .wD)

But I don’t know how to sample 

MCMC: Create a Markov chain whose state is
sm = (✓m, m, z1m . . . zDm)

and whose transition kernel is chosen cleverly so
p⇤(s) = p(✓, , z1 . . . zD|w1 . . .wD)
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MCMC output
You get a sequence of parameter settings:

✓1 ✓2 ✓3 ✓T

 T 1  2  3

z1 z2 z3 zT

...

...

...Parameters & topic
assignments 

for all documents

Steps in Markov Chain
p(z, ✓, |w)

Can look at these to get 
a snapshot of topic assignment
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2. Parameter Estimation
Actually, we’re being Bayesian.  So we don’t do this.

Once we’ve sampled from the posterior
p(✓, |w1, . . .wN )

We’re happy.  This gives us

1. Distribution over embedding of each document

2. Distribution over topics for each word

3. Distribution over topic-word probabilities 
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LATENT DIRICHLET ALLOCATION

TheWilliam Randolph Hearst Foundation will give $1.25 million to Lincoln Center, Metropoli-
tan Opera Co., New York Philharmonic and Juilliard School. “Our board felt that we had a
real opportunity to make a mark on the future of the performing arts with these grants an act
every bit as important as our traditional areas of support in health, medical research, education
and the social services,” Hearst Foundation President Randolph A. Hearst said Monday in
announcing the grants. Lincoln Center’s share will be $200,000 for its new building, which
will house young artists and provide new public facilities. The Metropolitan Opera Co. and
New York Philharmonic will receive $400,000 each. The Juilliard School, where music and
the performing arts are taught, will get $250,000. The Hearst Foundation, a leading supporter
of the Lincoln Center Consolidated Corporate Fund, will make its usual annual $100,000
donation, too.

Figure 8: An example article from the AP corpus. Each color codes a different factor from which
the word is putatively generated.

1009
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Summary

Methods for dimensionality reduction in documents

1. Latent semantic analysis
2. Probabilistic latent semantic analysis
3. Latent Dirichlet allocation

Interesting things to note:

* Win from Bayesianism
LDA is simply Bayesian PLSA

* Move from a linear algebra approach to graphical modeling
(cf. factor analysis and beyond from PMR)

Really, main uses: visualisation, as building blocks
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