1 Theory of computing

Structural theory and computational methods have always been two major themes of mathematics. For example, Euclid’s *Elements* is mostly structural, building up a theory deductively from axioms and postulates, but it also contains algorithmic gems like the Euclidean Algorithm (for the gcd of two integers). Quite often to prove the correctness and efficiency of an algorithm requires purely structural results.

Arguably, most significant discoveries in modern mathematics are structural. However, a big part of their motivation is computational. Let’s look at a few examples: calculus was invented for computing orbits of planets; Galois theory and finite group theory were found via investigating how to solve equations; the Prime Number Theorem was first conjectured by Gauss after much computational experiments. This list goes on and on.

On the other hand, we didn’t have a formal model of computation until 1930s. Since its genesis, there has been an amazing amount of development on the theory of computing. The mathematical side of computing has been split into “Theory A” and “Theory B” (these names come from a handbook of theoretical computer science published in 90s, which is split into volume A and B). Theory A is about figuring out how much resources do we need to spend in order to perform a certain computational task. There are many resources of interest. The most common one is the amount of time the computation would require, but we may also be interested in space (memory), randomness, etc. We will be talking mostly about Theory A, and Theory B is more concerned with formal methods, logic, programming languages etc.

At a very high level, there are two main parts of Theory A: algorithms and computational complexity. On the algorithmic side, we want to develop a procedure to solve the problem as efficiently as possible, thus providing upper bounds on the resource spent. On the flip side, computational complexity studies how much resource do we have to use, namely proving lower bounds. As the name suggests, our class will be focused on computational complexity.

2 Model of computation

\[
\begin{array}{c}
\text{Input} \rightarrow \text{Algorithm} \rightarrow \text{Output}
\end{array}
\]
Computer science is all about solving problems. By a computational problem, we mean a function that maps its inputs to its outputs. Let $\Sigma$ be a finite alphabet, such as \{0, 1\} or \{a, b, c, d\}. Let $\Sigma^*$ be the set of strings consisting of symbols from $\Sigma$ with arbitrary length. Then the computational task is usually a function of the form: $\Sigma^* \to \Sigma$.

Here is an example.

**Name:** MULTPLY  
**Input:** Two integers $a$ and $b$.  
**Output:** Their product $ab$.

Apparently this is a very simple (really?) task. We learned how to do it in primary school. However, the naive method is terribly inefficient, and it is actually still open what is the most efficient algorithm.

When the output is supposed to be Yes/No, it is called a decision problem. The most common encoding for a decision problem is that the output is \{0, 1\}. A decision problem is also called a language, which is a subset of all possible strings $\Sigma^*$ so that the answer is “Yes”. Namely, for a decision problem $f : \Sigma^* \to \{0, 1\}$, define the corresponding language

$$L_f := \{ x : f(x) = 1 \}.$$  

**Name:** DIOPHANTINE  
**Input:** A multivariate polynomial equation with integer coefficients.  
**Output:** Does the equation have an integer solution?

This is a very famous problem, proposed by David Hilbert in his speech at the second International Congress of Mathematics (ICM) in 1900. (He actually listed 23 important mathematics problems. This one is the 10th.) For quite some time, there was no good answer for this problem. Later in 1928, Hilbert proposed the Entscheidungsproblem (German for "decision problem").

**Name:** ENTSCHEIDUNGSPROBLEM  
**Input:** A first-order logic statement.  
**Output:** Is the statement valid?

Again, for almost another decade, there is no solution to this problem. One of the main issues is that there was no good definition for what an algorithm is. In 1936, Alonzo Church [Chu36] introduced $\lambda$-calculus as a model of computation, and showed that there is no algorithm for the Entscheidungsproblem. However, $\lambda$-calculus was not accepted as a reasonable model and it stirred quite some debate.

At about the same time, Alan Turing independently introduced another model, later named the Turing Machine (TM) (published in 1937 [Tur37b]). This model is very natural, and Turing argued in great length that why this is the correct model for a “computer”. Note
that a “computer” means “a person who computes” from 1640s to 1940s. A short while later, Turing [Tur37a] showed that TM and λ-calculus are actually equivalent.

The Church-Turing thesis states that, the notion of an algorithm is precisely captured by TM (or λ-calculus). This is not a theorem, but everyone believes it.
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