
7 Real Roots of Polynomials
There are many applications which require the solution in real numbers for equations of the form

p(x) = 0

where p(x) ∈ Q[x] (for example ray tracing in Computer Graphics). If p has degree at most 4 then
its roots can be expressed by means of a formula. However for degree 4 the formula is not much use
because roots which are real can appear to be complex until a significant amount of simplification
is carried out (the same holds for degree 3). For polynomials of degree 5 and higher it has been
known since the early 1800’s that no formula exists. (By formula we mean an expression involving
only the coefficients of p in which we can use the basic arithmetic operations as well as taking
powers, square roots, cube roots etc.) We are therefore forced to use an algorithmic approach. An
important division of the problem was made by Fourier (of the eponymous transforms):

Isolation: we find disjoint open intervals such that each one contains exactly one real root of p
and each real root of p is contained in one of the intervals,

Approximation: we shrink each interval so as to approximate the root it contains to the desired
degree of accuracy.

Approximation is by far the easier of the two problems so we deal with it first. Throughout this
section we are concerned with methods which are guaranteed to produce the required results. This
rules out methods such as Newton–Raphson iteration. In order to maintain exactness with relative
ease we always use rational arithmetic and so all our intervals are of the form (a, b) with a, b rational
numbers.

7.1 Real Root Approximation
It is well known that if p(x) does not have a root in the interval (a, b) then it does not change sign
in this interval (i.e., either p(ξ) > 0 for all a < ξ < b or p(ξ) < 0 for all a < ξ < b) . This fact
is intuitively obvious and is a consequence of the continuity of polynomial functions over the real
numbers (think of the graph of p(x)). If, on the other hand, p(x) happens to have a root in (a, b)
then it does not necessarily change sign. For example x2 has the root 0 in (−1, 1) but clearly it
does not change sign. Note that 0 has multiplicity 2 as a root of x2. Furthermore the polynomial x
has precisely the same roots as x2 and x does change sign in (−1, 1). This simple example is not
an isolated case. We define p(x) to be square free if it cannot be written as

p(x) = f(x)2g(x)

where f(x) ∈ Q[x] is non-constant. Take care to understand this definition in full: what is really
says is that p(x) has no repeated non-constant factors (if f(x) occurs e > 1 times as a factor then
f(x)2 is a factor of p(x)). Clearly the roots of f(x)2g(x) are the same as those of f(x)g(x) and
we could proceed further to remove any other squares in f(x)g(x). Thus every polynomial has
precisely the same roots as some square free polynomial (called its square free part). Now if p(x) is
square free and has a root α then for a sufficiently small ϵ the sign of p(x) in (α− ϵ, ϵ) is opposite
to its sign in (α, α+ ϵ). This is easy to see since, the fact that α is a root of p(x) means that

p(x) = (x− α)q(x)
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for some non-zero polynomial q(x). Furthermore since p(x) is square free it follows that α is not
a root of q(x). Since q(x) has only finitely many roots, none of which is α, it follows that there is
an ϵ such that the sign of q(x) in (α− ϵ, α+ ϵ) does not change. The claim now follows. It is now
easy to see that if p(x) is square free then it has a root in (a, b) if and only if it changes sign in this
interval.

Suppose that (a, b) isolates a real root of p(x). Then the following algorithm can be used to
shrink (a, b):

Algorithm: APPROX(p(x), a, b, ϵ) 7→ A

(A is either the exact root of p contained in (a, b) or an interval (c, d) which isolates the same
root and satisfies d− c < ϵ.)

1. q(x) := SQFPART(p);

2. if q(a) = 0 then q(x) := q(x)/(x− a) fi;

3. if q(b) = 0 then q(x) := q(x)/(x− b) fi;

4. c := a;
d := b;
m := (c+ d)/2;

5. while d− c ≥ ϵ do
if q(m) = 0 then return m fi;
if sign(q(c)) ̸= sign(q(m)) then d := m; m := (c+ d)/2

else c := m; m := (c+ d)/2

fi
od;

6. A := (c, d)

We make some remarks concerning the algorithm.

1. SQFPART returns the square free part of its argument, we discuss an algorithm for this below.

2. The second and third steps may look a little strange. They are a consequence of our decision to
use open intervals for root isolation. This means that, for instance, (1, 3) is an isolating interval
for the root 2 of (x − 1)(x − 2)(x − 3). This difficulty is avoided if we use closed intervals but
then we have difficulties elsewhere!
Now α is a root of q if and only if x−α divides q (see §4.7.7) and so q/(x−α) is a polynomial.
Since q is square free it follows that α is not a root of q/(x−α); all other roots of q are of course
also roots of q/(x− α).

3. Obviously sign tells us if a number is positive or negative. (It doesn’t matter here what we do
about 0 here because we never use sign with 0 as argument, but a typical definition is to define
sign(r) to be +1 if r > 0, 0 if r = 0 and −1 if r < 0.)
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Exercise 7.1 Let
p(x) = amxm + am−1x

m−1 + · · ·+ a0

where am ̸= 0. Show that

1. if m is odd then p(x) must have at least one real root.

2. If m is even and ama0 < 0 then p(x) must have at least two real roots (one positive and the
other negative).

Hint: think in terms of the graph of p.

7.1.1 Square Free Decomposition

Given p(x) ∈ Q[x] put

p(x) =

r∏
i=1

pi(x)
i.

where the pi(x) are pairwise coprime and square free. (Of course some of the pi may be 1, e.g.,
x4 + 3x3 + 3x2 + x = x1 · 12 · (x + 1)3.) We wish to compute the square free part of p(x), i.e.
p1(x)p2(x) · · · pr(x). We proceed as follows. Differentiating p(x) we have:

p′(x) =

r∑
i=1

ipi(x)
i−1p′i(x)

∏
j ̸=i

pj(x)
j ,

so that
r(x) = gcd(p(x), p′(x)) =

r∏
i=2

pi(x)
i−1.

Thus
t(x) = p(x)/r(x) =

r∏
i=1

pi(x),

which is the square free part as required.
In many applications it is useful to know the pi themselves (e.g., this enables us to know the

multiplicity of a root). Put

v(x) = gcd(r(x), t(x)) =

r∏
i=2

pi(x),

so that
p1(x) = t(x)/v(x).

Repeating the process with r(x) in place of p(x) gives us p2(x) etc.

We have therefore obtained a very efficient method of computing the square free part of p(x) as
well as its square free decomposition. Before moving on we must address a potential difficulty. Our
algorithm works entirely in Q[x] whereas we require the square free part of p(x) as an element of
R[x]. At first sight there is no reason to believe that the answer in Q[x] is the same as that in R[x].
After all there are plenty of properties of polynomials which change as we move from Q to R, e.g.,
x2 − 2 has no roots in Q but has two roots in R. Fortunately we have:
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Theorem 7.1 Let D, D′ be integral domains with D a subdomain of D′ (i.e., D is a subset of D′

and the binary operations on D are just those of D′ restricted to D). Suppose that f, g ∈ D[x] have
a non-constant common factor in D′[x], then they have a non-constant common factor in D[x].

Proof Thinking of f , g as elements of D′[x] we see from Theorem 5.5 that Resx(f, g) must vanish.
But Resx(f, g) is an element of D[x] since it is a polynomial in the coefficients of f , g which are all
in D. It now follows from Theorem 5.5 that f , g have a non-constant common factor in D[x] as
claimed9. 2

Exercise 7.2 Use the preceding theorem to show that the square free decompositions of p(x) in Q[x]
and R[x] are the same up to a constant factor.

Exercise 7.3 Show that p(x), q(x) ∈ Q[x] have a common root (real or complex) if and only if
gcd(p(x), q(x)) has such a root where the gcd is computed in Q[x].

7.2 Real Root Isolation
Suppose we have an algorithm RCOUNT which takes a polynomial p(x), the endpoints of an interval
(a, b) and returns the number of real roots of p(x) in the interval. We can then use this to isolate
the roots of p(x) which lie in (a, b) as follows:

Algorithm: ISOL(p(x), a, b) 7→ [E,A]

(p(x) is square free. E is a list of (some of the) exact roots of p(x) which lie in (a, b) and A is a
list of isolating intervals for the rest of the roots of p(x) in (a, b).)

1. E := [ ];
A := [ ];
r := RCOUNT(p(x), a, b);

2. if r = 0 then return [[ ], [ ]]

elif r = 1 then return [[ ], [(a, b)]]

fi;

3. W := [[a, b, r]]; (this holds intervals to be explored further)

4. while W ̸= [ ] do
remove the first element [c, d, r] from W ;
m := (c+ d)/2;
if p(m) = 0 then
E := append(E, [m]);
p(x) := p(x)/(x−m) (more efficient to work with lower degree polynomials!)

fi;
r := RCOUNT(p(x), c,m);

9The proof of Theorem 5.5 assumed that we were working over a UFD. It is not hard to show that the result holds
when the coefficients of the polynomial come from an integral domain.
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if r = 1 then A := append(A, [(c,m)])

elif r > 1 then W := append(W, [[c,m, r]])

fi;
r := RCOUNT(p(x),m, d);
if r = 1 then A := append(A, [(m, d)]

elif r > 1 then W := append(W, [[m, d, r]])

fi;
od

It is worth noting that the algorithm presented above is biased towards clarity of presentation rather
than efficiency. In practice we would not make all those calls to RCOUNT but do the computations
in place and so avoid unnecessary recomputations (some of which can be very expensive).

In order to isolate all the roots of p(x) we need to be able to find an interval which contains all
of them. For this it suffices to find a number which is strictly bigger than the absolute values of
the roots of p(x).

Theorem 7.2 (Cauchy) Let

p(x) = amxm + am−1x
m−1 + · · ·+ a0

be a polynomial with complex coefficients where m ≥ 1 and am ̸= 0. Then any root α of p satisfies

|α| < 1 +
max{ |a0|, . . . , |am−1| }

|am|
.

Proof If |α| ≤ 1 then the result is trivially true. So suppose that |α| > 1 and put

M = max{ |a0|, . . . , |am−1| }.

Since α is a root of p we have

amαm = −am−1α
m−1 − · · · − a0

so that
|am||α|m ≤ M(|α|m−1 + · · ·+ |α|+ 1) <

M |α|m

|α| − 1
,

and
|am|(|α| − 1) < M

which proves the result. 2

One unattractive feature of this is that if we replace x by x/2, which changes the roots by a factor
of 2 only, the bound might change by as much as 2m. Note also that the bound is for all the roots
not only the real ones (recall that |a+ b

√
−1| =

√
a2 + b2. The following avoids the defect:
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Theorem 7.3 (Cauchy) Let

p(x) = amxm + am−1x
m−1 + · · ·+ a0

be a polynomial with real coefficients where m ≥ 1, am > 0 and which has λ > 0 strictly negative
coefficients. Put

B = max
{∣∣∣λam−i

am

∣∣∣1/i ∣∣∣ 1 ≤ i ≤ m & am−i < 0
}
.

Then every positive real root of p is no larger than B.

Proof Suppose b > B. We have
bi > λ

∣∣∣am−i

am

∣∣∣
for each i such that am−i < 0. The inequality can also be written as

bm > λ
∣∣∣am−i

am

∣∣∣bm−i

and so
λambm > λ

∑
1≤i≤m

am−i<0

|am−i|bm−i.

or
ambm >

∑
1≤i≤m

am−i<0

|am−i|bm−i.

It follows from this that p(b) > 0 and so b is not a root of p(x). 2

Of course we can obtain a bound on the absolute values of the negative roots of p(x) by applying
the result to p(−x) (if p(x) has odd degree then p(−x) will have negative leading coefficient—we
rectify this by using −p(−x)). In this way we can obtain bounds BN , BP such that every root of
p(x) is in the closed interval [BN , BP ] and so it must be in the open interval (BN − 1, BP + 1).

Exercise 7.4 At first sight the quantity B of the preceding theorem seems to require the extraction
of roots and so would be costly to implement. Show how to compute efficiently a good upper bound
to B using only rational arithmetic. (For a solution see Akritas [2, pp. 350–352].)

7.2.1 Counting Real Roots of Univariate Polynomials

We start with some useful definitions. Let y0, y1, . . . , ym be a sequence of real numbers. We define
the variation in the sequence to be the number of times the sign changes from one number to the
next, ignoring any occurrences of 0. Here are some examples:

Sequence Variation
2, −1, −2, 3, 3 2
2, 0, −1, 0, 0, −2, 3, 3, 2

−1, −10, 0, −3, 0, 1, 2, 0, 3 1
0, 3, −1, 2, 0, −4, 5, 0, −6 5
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Now let S = p0(x), p1(x), . . . , pm(x) be a sequence of polynomials and a a real number. We define
the variation of S at a to be the variation of the sequence p0(a), p1(a), . . . , pm(a). This number is
denoted by VS(a). For example let

S = x3 − 7x+ 7, 3x2 − 7, 2x− 3, 1.

Then:
x Sequence VS(x)
−1 13, −4, −5, 1 2
0 7, −7, −3, 1 2

1/2 29/8, −25/4, −2, 1 2
1 1, −4, −1, 1 2

3/2 −1/8, −1/4, 0, 1 1
2 1, 5, 1, 1 0

Note that VS(x) cannot change as x varies unless x passes through a root of some polynomial of S.
Clearly this important observation is true for any sequence of polynomials.

Recall that a non-zero polynomial can have only finitely many roots. Suppose from now on
that all the polynomials in the sequence S are non-zero. It follows that only finitely many real
numbers can be the roots of any one of the polynomials in S. In particular any interval (a, b) can
contain only finitely many numbers which are the roots of some polynomial in S. We may therefore
subdivide the interval (a, b) into finitely many subintervals (a1, a2), (a2, a3), . . . , (an−1, an) such that
each subinterval contains at most one root and each root is in one of the intervals. Note that

VS(a)− VS(b) =

n−1∑
i=1

VS(ai)− VS(ai+1).

Suppose that
VS(ai)− VS(ai+1) ≥ 1

whenever (ai, ai+1) contains a root of some polynomial in S. It then follows that the number of
such roots in (a, b) is at most VS(a)−VS(b). Furthermore suppose that for a given polynomial p(x)
we can find a sequence S with the stronger property that

VS(ai)− VS(ai+1) =
{
1 if p(x) has a root in (ai, ai+1),
0 otherwise.

(11)

It then follows that p(x) has exactly VS(a)− VS(b) real roots in (a, b). It is a remarkable fact that
such a sequence can be found for any square free polynomial p(x).

We now assume that p(x) is square free and consider the sequence

Sturm(p) = p0(x), p1(x), . . . , pn(x)

defined by
p0(x) = p(x),

p1(x) = p′(x),

pi(x) = − remainder(pi−2(x), pi−1(x)), for i ≥ 2.

where ‘remainder’ means the remainder from polynomial division. Thus we simply keep applying
the Euclidean algorithm but take negative remainders. We terminate the sequence when a non-zero
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constant is reached (clearly the sequence must stop after at most deg(p(x)) steps). In order to see
that we must eventually reach a non-zero constant note that, by the definition of the sequence, we
have

p0(x) = p1(x)q1(x)− p2(x)

p1(x) = p2(x)q2(x)− p3(x)

...
pn−2(x) = pn−1(x)qn−1(x)− pn(x)

(12)

and it follows from this that pn(x) is a gcd of p0(x) and p1(x), i.e., of p(x) and p′(x). But by
assumption p(x) and p′(x) do not have a non-constant common factor. In fact this argument shows
something more general: we could define a sequence like Sturm(p) for an arbitrary polynomial
p(x)—the termination condition is that we stop just before a zero remainder is obtained. We then
have that pn(x) is a gcd of p(x) and p′(x) so that p(x)/pn(x) is the square free part of p(x) up to
a non-zero constant multiple. Moreover if we put

qi(x) =
pi(x)

pn(x)
, for 1 ≤ i ≤ n,

then the sequence q1(x), q2(x), . . . , qn(x) can be used as the Sturm sequence of the square free part
of p(x).

The sequence just defined has the following properties.

1. If α is a real root of p(x) then for a sufficiently small ϵ we have that p(x) and p′(x) have
opposite sign for all values of x in (α − ϵ, α) and the same sign in (α, α + ϵ). For a formal
proof we write

p(x) = (x− α)mq(x)

where m > 0 and α is not a root of q(x). Then

p′(x) = m(x− α)m−1q(x) + (x− α)mq′(x).

Thus
p(α+ δ) = δmq(α+ δ),

p′(α+ δ) = mδm−1q(α+ δ) + δmq′(α+ δ).

The claim now follows from the observation that δm converges to 0 much faster than δm−1

for sufficiently small δ so that the sign of p′(α + δ) is determined by that of δm−1. However
the sign of p(α+ δ) is determined by that of δm. (The fact that α is not a root of q(x) means
that q(α+ δ) does not change sign for sufficiently small values of δ .)
It is worth noting that this argument does not rely on p(x) being square free. (An intuitive
explanation can be found by drawing the possible shapes of the graph y = p(x) near places
where it cuts or touches the x-axis.)

2. Two consecutive elements of the sequence cannot vanish at the same point. For if pi(α) =
pi+1(α) = 0 then it follows immediately from (12) that pn(α) = 0 but this is impossible since
pn(x) is a non-zero constant.
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3. If pi(α) = 0 for some i with 0 < i < n then pi−1(α) and pi+1(α) have opposite signs. From (12)
we have

pi−1(α) = pi(α)qi(α)− pi+1(α)

so that
pi−1(α) = −pi+1(α)

and we know from the preceding part that neither of these two numbers can be zero.

Now let (a, b) be any interval such that neither a nor b is a root of p(x) with a ≤ b. If a = b the
claim ios trivial so we may assume that a < b. Let α1, α2, . . . , αm be the (possibly empty) sequence
of all real roots of the polynomials in the sequence Sturm(p) which are in the interval (a, b). As
above we may partition (a, b) into finitely many subintervals (a1, a2), (a2, a3), . . . , (as−1, as) such
that each subinterval contains at most one root αj (and none of the ai is one of these roots). Since
variations do not change unless we pass through a root we may assume that when an interval
(ai, ai+1) contains a root αj then ai, ai+1 are as close to αj as we please. Now if an interval
(ai, ai+1) has a root of p(x) which is not a root of any other polynomial in Sturm(p) then it follows
from the first property given above that

VS(ai)− VS(ai+1) = 1

where S = Sturm(p). If (ai, ai+1) does not have a root αj then it is clear that

VS(ai)− VS(ai+1) = 0.

We now examine the case when (ai, ai+1) contains a root αj of a polynomial pk with k ≥ 1. It
follows from the third property that pk−1(αj) and pk+1(αj) have opposite signs and in particular
pk−1(x), pk+1(x) do not change sign in the interval (ai, ai+1) (why?). We may now construct the
following table of possible sign changes:

x pk−1 pk pk+1 pk−1 pk pk+1

ai ≤ x < αj + ± − − ± +
αj + 0 − − 0 +

αj < x ≤ ai+1 + ∓(±) − − ∓(±) +

Now if αj is not a root of p(x) then it follows from this table that

VS(ai)− VS(ai+1) = 0.

On the other hand if αj is also a root of p(x) then the first property given above and the table
together show that

VS(ai)− VS(ai+1) = 1.

We have therefore verified the following: let p(x) ibe square free and a, b two real numbers
which are not roots of p(x) with a ≤ b. Then the number of real roots of p(x) in the interval (a, b)
is VS(a)− VS(b) where S = Sturm(p).

In fact we can generalise this a little, we can drop the assumption that p(a) ̸= 0 and p(b) ̸= 0
in which case VS(a) − VS(b) counts the number of roots of p in the half closed interval (a, b]. To
see this note that for a sufficiently small ϵ the number of roots of p in (a, b] is the same the number
of them in (a + ϵ, b + ϵ). If a is not a root of p then for all sufficiently small ϵ it is clear that
VS(a+ ϵ) = V(a). If, on the other hand p(a) = 0 then the same fact follows form the first property
above. Of course the same holds for V (b+ ϵ) and V(b). We have thus proved so we have proved
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Theorem 7.4 (Sturm, 1835) Let p(x) be square free and let a, b be two real numbers with a ≤ b.
Then the number of real roots of p(x) in the interval (a, b] is VS(a)− VS(b) where S = Sturm(p).

We can use this theorem to find the total number of real roots of p(x) as follows. Consider an
interval (−a, a) where a > 0. For all sufficiently large a, the interval contains all the real roots of
p(x) so that the number of them is given by VS(−a)− VS(a). Now for any polynomial f(x) and all
sufficiently large a the sign of f(a) is just the sign of lc(f) while the sign of f(−a) is that of lc(f) if
f(x) has even degree and that of − lc(f) if f(x) has odd degree. So to find VS(a) for a sufficiently
large a we just find the variation of the sequence of leading coefficients of the Sturm sequence. To
find VS(−a) we look at the same sequence but negate those leading coefficients which come from
polynomials of odd degree. We summarize this result as follows: we define VS(−∞) to be the
sign variation of VS(v) as v → −∞. We know that this definition makes sense from the preceding
discussion, that is, VS(v) has the same value for all large enough negative values of v. We define
VS(∞) similarly. Our discussion then shows that the number of roots of f is VS(−∞)−VS(∞) and
moreover we can find this quantity just from the leading terms of the Sturm sequence (indeed all
we need is the sign of each leading coefficient and the degree).

If we examine the above discussion carefully we see that it depends on having a sequence S =
p, p1, . . . , pn with the following properties:

1. If α is a real root of p(x) then for a sufficiently small ϵ we have that p(x) and p1(x) have
opposite sign for all values of x in (α− ϵ, α) and the same sign in (α, α+ ϵ).

2. Two consecutive members of the sequence cannot have a common root.

3. If some pi(α) = 0 for some i with 0 < i < n then pi−1(α) and pi+1(α) have opposite signs.

4. The last polynomial pn does not vanish in the interval (a, b) and so it keeps constant sign.

Of course Sturm(p) satisfies these conditions. Surprisingly it turns out that many other sequences
which have the property can be constructed, see Akritas [2] (actually this is not really as surprising
as it might seem—why?).

Exercise 7.5 Find, by hand calculations only, the Sturm sequence of x5 − x + 1 and isolate its
real root(s). Use Axiom to check your answer (the relevant functions are sturmSequence and
realZeros).

Exercise 7.6 Let p(x) be a polynomial of degree n > 0, not necessarily square-free. Put

Fourier(p) = p(x), p(1)(x), p(2)(x), . . . , p(n)(x),

where p(i)(x) denotes the ith derivative of p(x) with respect to x. Let a, b be two real numbers which
are not roots of p(x). Let r be the number of real roots of p(x) in the interval (a, b). Then

VF (a)− VF (b) = r + 2s

where F = Fourier(p) and s is a non-negative integer.
(This result is often attributed to Boudin but it seems that Fourier was the first to discover

it. Sturm discovered his exact result after studying Fourier’s treatise on the solution of numerical
equations.)
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Exercise 7.7 Let p(x) = anx
n + an−1x

n−1 + · · ·+ a0 be any polynomial with real coefficients and
an ̸= 0. Deduce Descartes’ rule of signs which states that

v = r + 2s

where v is the variation of an, an−1, . . . , a0, the sequence of coefficients, r is the number of real roots
of p(x) in the interval (0,∞) and s is a non-negative integer.

It is worth noting that we can state Sturm’s theorem in a form which does not assume that the
polynomial is square free. Using the comments made just after the definition of Sturm sequences
we obtain:

Theorem 7.5 Let p(x) be a non-zero polynomial with real coefficients which is not necessarily
square free. Let S = p0(x), p1(x), . . . , pn(x) be the sequence obtained in the same way as a Sturm
sequence. Assume that a, b aer real numbers with a ≤ b. Then the number of distinct roots of p(x)
in (a, b] is exactly VS(a)− VS(b).

This version of the result is useful for investigating ‘parametrized’ polynomials (i.e., some of the
coefficients are unknown).

Exercise 7.8 Use the last version of Sturm’s theorem to find conditions on b, c such that the
polynomial x2 + bx + c has two real roots. Also find conditions for the cubic x3 + cx + d to have
three real roots (note that every cubic equation can be transformed to one of this form by a simple
substitution). You will find it helpful to use Maple for this exercise!

Finally we might ask about the isolation of all the roots of a polynomial, complex as well as real
ones. For non-real roots we use isolating rectangles rather than intervals (think of complex numbers
in the Argand diagram representation). It is possible devise a method which ultimately depends on
Sturm sequences and uses exact rational arithmetic (e.g., see H. S. Wilf [64]). We look at a related
method in §7.4.

7.3 Real Root Isolation by Continued Fractions
Sturm sequences are an impressive achievement, but how efficiently can we isolate roots with them?
Unfortunately the length of the coefficients in a sequence tends to grow alarmingly. (Do not confuse
length with absolute value. For example 1/123458998435902435 is small in absolute value but large
in length.) Collins and Loos [17] report that for a certain polynomial of degree 25 with 25 bit
coefficients the Sturm sequence has a coefficient which is 1595 bits long. It might be tempting to
approximate coefficients with reals but this would destroy the reliability of the method. We proceed
to outline another method for root isolation which is much more efficient.

First of all observe that if we can isolate the positive roots of p(x) then the problem is solved
since the negative roots of p(x) are just the positive roots of p(−x) (of course we can easily decide
if 0 is a root). From now on we focus entirely on positive roots. If p(x) is to have such a root then
it is either in the interval (0, 1) or it is equal to 1 or it is in the range (1,∞). If the first possibility
holds then the root can be expressed as 1/(1+ y) for some y > 0. We can follow up this possibility
by substituting 1/(1 + y) for x in p(x) and clearing denominators to obtain a polynomial pI(y)
whose positive roots give us all the possible values for y.

Similarly if the third possibility holds then the root can be expressed as 1+ y with y > 0. Here
we can follow up this possibility by substituting 1 + y for x in p(x) to obtain a polynomial pT (y)
whose positive roots give us all the possible values for y.
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Let us illustrate this process by using

p(x) = x3 − 7x+ 7.

By inspection we see that 1 is not a root. For roots in (0, 1) we wish to obtain pI(y) as defined
above. This can be achieved by first replacing x with 1/x, clearing the denominator power of x and
finally substituting 1 + y for x. Note that the first stage of this just gives us a polynomial which is
p(x) but with the coefficients taken in reverse order, i.e., 7x3 − 7x2 + 1. Note that we must take
into account any zero coefficients which occur: x3 − 7x + 7 = x3 + 0x2 − 7x + 7 so reversing the
coefficients results in 7x3 − 7x2 + 0x+ 1 = 7x3 − 7x2 + 1. This then yields

pI(y) = 7y3 + 14y2 + 7y + 1.

Now this polynomial cannot possibly have a positive root since all of its coefficients are positive.
So p(x) has no roots in (0, 1).

For roots in (1,∞) we replace x by 1 + y in p(x) to obtain

pT (y) = y3 + 3y2 − 4y + 1.

By inspection 1 is not a root of pT (y). We proceed to investigate the possible roots in (0, 1) and
(1,∞). The first possibility leads us to

pTI(z) = z3 − z2 − 2z + 1,

while the second leads to
pTT (z) = z3 + 6z2 + 5z + 1.

Note that pTT (z) has no positive roots so we can conclude that pT (y) has no roots in (1,∞). We
now investigate the positive roots of pTI(z). Again by inspection we see that 1 is not a root. For
roots in (0, 1) we obtain

pTII(w) = w3 + w2 − 2w − 1

while for roots in (1,∞) we obtain

pTIT = w3 + 2w2 − w − 1.

We can cut the investigation short by making use of the important fact (to be proved below) that
if a polynomial has real coefficients which present exactly one sign variation then the polynomial
has exactly one positive root. Thus both pTII(w) and pTIT (w) have exactly one positive root. It
follows that (0,∞) is an isolating interval for the roots of both polynomials (if we don’t like ∞ as
an endpoint then we can use Cauchy’s bound given in theorem 7.3; ∞ is a good choice here as we
shall see shortly). Note that pTII(w) was obtained from p(x) by the sequence of transformations

x 7→ 1 + y, y 7→ 1

1 + z
, z 7→ 1

1 + w
,

which can be combined into the single transformation

x 7→ 1 +
1

1 +
1

1 + w

,
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and this simplifies to
x 7→ 3 + 2w

2 + w
.

As a function of w this is strictly increasing and so if (a, b) isolates the positive root of pTII(w)
then ((3 + 2a)/(2 + a), (3 + 2b)/(2 + b)) isolates the corresponding root of p(x). In our case we
have (0,∞) which yields the interval (3/2, 2) (here we have used the fact that (3 + 2b)/(2 + b) =
(3/b+ 2)/(2/b+ 1) → 2 as b → ∞). The sequence of transformations for pTIT (w) is

x 7→ 1 + y, y 7→ 1

1 + z
, z 7→ 1 + w,

which can be combined into the single transformation

x 7→ 1 +
1

2 + w
,

which simplifies to
x 7→ 3 + w

2 + w
.

This is a strictly decreasing function of w and so it gives us (1, 3/2) as the isolating interval for the
root of p(x).

Summing up we have found that p(x) has exactly two positive roots which are isolated by
(1, 3/2) and (3/2, 2) (see figure 4).
The preceding example illustrates an easy consequence of a remarkable fact:

Theorem 7.6 (Vincent, 1836) Let p(x) be a square free polynomial with rational coefficients.
Consider a sequence of transformations of p(x) by

x 7→ a1 +
1

x
, x 7→ a2 +

1

x
, x 7→ a3 +

1

x
, . . .

where a1 is an arbitrary non-negative integer and a2, a3, . . . are arbitrary positive integers. Then
after finitely many steps the sequence of coefficients of the transformed polynomial has either zero
or one sign variation.

For a proof see Akritas [2] (where an upper bound on the number of substitutions is also provided).

Corollary 7.1 Let p(x) be a square free polynomial with rational coefficients. Consider a sequence
of transformations of p(x) where each transformation is either of the form x 7→ 1+x or x 7→ 1/(1+x).
Then after finitely many steps the sequence of coefficients of the transformed polynomial has either
zero or one sign variation.

Proof Exercise 2

Note that the preceding theorem is not guaranteed to hold if p is not square free. For example
take p = (2x2 − 1)2 = 4x4 − 4x2 + 1 then pIIT = pI so that the sequence repeats for ever. It is
however true that after finitely many steps the resulting polynomial either has no sign variations in
its coefficients (and hence no positive root) or has exactly one positive root (but might have more
than one sign variation). Of course the example p given has just one positive root already.

A polynomial whose coefficients present no sign variations clearly cannot have a positive root.
Let us now settle the other possibility.
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w3 + w2 − 2w − 1 w3 + 2w2 − w − 1

z3 − z2 − 2z + 1 z3 + 6z2 + 5z + 1

y3 + 3y2 − 4y + 17y3 + 14y2 + 7y + 1

x3 − 7x+ 7

TI

TI

TI

Figure 4: Positive roots of x3 − 7x+ 7 isolated by (1, 3/2) and (3/2, 2).
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Theorem 7.7 Let p(x) be a polynomial with real coefficients which have exactly one sign variation.
Then p(x) has exactly one positive real root (any other real roots will either be 0 or negative).

Proof The result follows from Descarte’s rule (see Exercise 7.7) but we give a simple proof of this
particular case using induction on m = deg(p(x)). Note that m must be at least 1 (otherwise there
can be no sign variation in the coefficients!). The result is obvious for m = 1. For the induction
step assume m > 1 and observe that, without loss of generality, we may put

p(x) = (amxm + · · ·+ an+1x
n+1)− (anx

n + · · ·+ a0),

where m > n, the ai are all non-negative and am > 0, a0 > 0. Let

h(x) = amxm + · · ·+ an+1x
n+1,

t(x) = anx
n + · · ·+ a0.

First of all p(x) must have at least one positive root because it changes sign in the interval (0,∞):
we have p(0) = −a0 < 0 while the sign of p(b) as b → ∞ is that of am which is positive.

It remains to show that p(x) has at most one positive root. Consider the derivative of p(x):

p′(x) = h′(x)− t′(x).

This has degree m − 1 and its coefficients have either zero or one sign variation. If they have no
sign variation then p′(x) is strictly positive for all x > 0, i.e., p(x) is an increasing function of x for
x > 0 and so it can have at most one root satisfying x > 0. Otherwise we know from the induction
hypothesis that p′(x) has exactly one positive root which means that the graph of p(x) has exactly
one turning point for x > 0. Now p′(0) < 0 and p′(b) > 0 for all sufficiently large b. These facts
taken together mean that p(x) starts by decreasing in some range 0 < x < d, then has a turning
point at x = d (the unique positive root of p′(x)) and then increases in the range d < x < ∞. It
follows that p(x) cannot have more than one positive root (draw pictures). 2

Exercise 7.9 Give another proof of the preceding theorem by showing that the graphs of the poly-
nomials h(x) and t(x) (defined in the proof) intersect exactly once for x ≥ 0.

The meaning of Vincent’s theorem is now clearer: any sequence of transformations as described in
the statement of the theorem leads to a polynomial which has at most one positive root and whose
coefficients reveal this fact. The first part of this statements is not at all surprising: transformations
of the form x 7→ a + x with a > 0 serve to pull the roots towards the negative part of R (if the
roots of p(x) are α1, . . . , αs then the roots of p(a+ x) are α1 − a, . . . , αs − a). Transformations of
the form x 7→ 1/x send those roots in the interval (0, 1) to roots in the interval (1,∞) while roots
which are in (1,∞) are sent to ones in (0, 1) while 1 is kept fixed (if the roots of p(x) are α1, . . . , αs

then the roots of xmp(1/x) are 1/α1, . . . , 1/αs). The second part really is surprising. For example
x2 − 2x + 2 has no real roots even though its coefficients have at least one sign variation. On the
other hand the coefficients of x3−x2+x−1 = (x−1)(x−

√
−1)(x+

√
−1) have two sign variations

even though the polynomial has exactly one positive real root.
The two theorems give us the basis of an algorithm for the isolation of positive roots. There

is one more important observation to be made in order to obtain an efficient algorithm. In the
example we used transformations of the form x 7→ 1/(1+x) and x 7→ 1+x. Consider a polynomial
with more than one positive root and whose smallest such root is ϵ + 106 where ϵ ≥ 0. Then we
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will need 106 transformations of the second kind before having a chance of separating the smallest
root from the others. It would be much better to have a reasonable integer estimate b, say, of the
smallest root so that we can get near it faster by a single transformation of the form x 7→ b + x.
How can we find such a bound? The positive roots of xdeg(p)p(1/x) are are of the form 1/α where
α is a positive root of p(x). Thus if B is an upper bound on the positive roots of pI(x) then each
positive root α of p(x) satisfies 1/α ≤ B so that 1/B truncated to an integer is a lower bound on
the roots as required. Of course there is no guarantee that the lower bound obtained really is the
integer part of the smallest root, in practice it will be smaller and so we have to carry out at least
one substitution of the form x 7→ 1+x after the substitution x 7→ b+x applied to some q(x) (which
has been obtained from p(x) by a series of transformations). However we must also check for the
possibility that q(x) has roots in (0, 1) otherwise they will be lost. For this we could simply use the
transformation x 7→ 1/(1 + x) applied to q(x). However we can save effort by using the following

Theorem 7.8 (Budan,1807) Let p(x) be square free of degree m > 0 and let a, b be two real
numbers with a < b. Let Va, Vb be the variation of the coefficients of p(a+x), p(b+x) respectively.
Let r be the number of real roots of p(x) in (a, b). Then

1. Va ≥ Vb.

2. r ≤ Va − Vb.

3. (Va − Vb)− r is an even number.

(The proof is similar to that of Fourier’s theorem of Exercise 7.6.) Budan’s theorem tells us that if
the coefficients of q(x) and q(1+x) have the same number of sign variations then q(x) has no roots
in (0, 1) and so there is no need to use a transformation of the form x 7→ 1/(1 + x).

The algorithm can be viewed as an evolving tree. At each vertex of the tree we keep a polynomial
q(x), the transformation used to obtain q(x) from the original input polynomial p(x) and the
variation of the coefficients of q(x). At the root of the tree we have p(x), the identity transformation
and the variation of the coefficients of p(x). Consider now an arbitrary vertex of the tree with
polynomial q(x), transformation M(x) and variation v. If v > 1 then we must apply further
transformations to q(x) (hence to p(x)). These are as described above and lead to either one or two
children of the current vertex. If v = 0 then the vertex leads to no positive roots and so we can
drop it. If the v = 1 then q(x) has exactly one positive root which corresponds to a positive root
of p(x). Here we can isolate the root of q(x) by (0,∞). Now it is easy to see that

M(x) =
a1x+ a0
b1x+ b0

where a1b0 − a0b1 ̸= 0 and a0, a1, b0, b1 ≥ 0. Clearly M(x) is continuous for all x unless b1 ̸= 0 in
which case there is a discontinuity at x = −b0/b1. By differentiating M(x) we see that it is strictly
increasing if a1b0 − a0b1 > 0 and otherwise it is strictly decreasing. Moreover if r is the unique
positive root of q(x) then the corresponding root of p(x) is M(r). It follows that if (a, b) isolates r
then M(r) is isolated by the open interval whose unordered endpoints are M(a), M(b). In our case
we have a = 0 which gives us M(a) = a0/b0 and b = ∞ which we can view as a limit operation so
that M(b) = a1/b1. We must allow for two possible ‘degenerate’ cases. If b1 = 0 then M(x) does
not have a limit as x → ∞ so instead of (0,∞) we isolate the positive root of q(x) by (0, B) where B
is an upper bound on the positive root of q(x), e.g., as given by Theorem 7.3 but see Theorem 7.9
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below. This gives us the endpoints a0/b0 and M(B). The other possible degenerate case is b0 = 0
but this cannot happen (prove this).

In fact we can take advantage of the special nature of q and can use a simpler upper bound for
its unique positive root than than the one given by Theorem 7.3.

Theorem 7.9

p(x) = amxm + am−1x
m−1 + · · ·+ an+1x

n+1 − anx
n − · · · − a0

be a polynomial of degree m whose coefficients have only one sign variation (so ai ≥ 0, for 0 ≤ i ≤ m
while am > 0 and a0 > 0). Then

1 +
max0≤j≤n aj∑m

i=n+1 ai

is a strict upper bound on the unique positive root of p(x).

Proof Let α be the positive root of p and set a = max0≤j≤n aj . If α ≤ 1 the claim is trivial so
assume that α > 1. Then we have

(am + am−1 + · · ·+ an+1)α
n+1 < (amαm−n−1 + am−1α

m−n−2 + · · ·+ an+1)α
n+1

= anα
n + an−1α

n−1 + · · ·+ a0

≤ a(αn + αn−1 + · · ·+ 1)

= a(αn+1 − 1)/(α− 1)

< aαn+1/(α− 1)

Thus (am + · · ·+ an+1)(α− 1) < a, the claim now follows. 2

Exercise 7.10 Prove the claim made above about M(x), i.e., it has the form (a1x+a0)/(b1x+ b0)
with a1b0 − a0b1 ̸= 0. (Hint: the transforms applied at individual steps are all invertible hence so
is any transform composed of them.)

We now present the algorithm more formally Throughout the algorithm we check for the possi-
bility that we have hit on an exact root and take advantage of the situation whenever it occurs.

Algorithm: CFISOL(p(x)) 7→ [E,A]

(p(x) is square free. E is a list of (some of the) exact non-negative roots of p(x) and A is a list
of isolating intervals for the rest of the non-negative roots of p(x).)

1. if p(0) = 0 then E := [0]; A := [ ]; pw(x) := p(x)/x

else E := [ ]; A := [ ]; pw(x) := p(x)

fi;

2. v := VAR(pw(x));
if v > 1 then T := [[pw(x), x, v]] (work to be done)
elif v = 1 then (exactly one positive root)
T := [ ];
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u := UBPR(pw(x));
if pw(u) = 0 then E := cons(u,E)

else A := [(0, u)]

fi
fi;

3. while T ̸= [ ] do
remove the first element [pM (x),M(x), vM ] from T ;
b := LBPR(pM (x));
if b ≥ 1 then
pM (x) := Moebius(pM (x), b+ x);
M(x) := M(b+ x);
if pM (0) = 0 then E := cons(M(0), E); pM (x) := pM (x)/x fi;

fi;
v1 := vM ;
pM1 := Moebius(pM (x), 1 + x);
M1 := M(1 + x);
if pM1

(0) = 0 then E := cons(M1(0), E); pM1
(x) := pM1

(x)/x fi;
vM1

:= VAR(pM1
);

if vM1 > 1 then T := cons([pM1(x),M1(x), vM1 ], T )

elif vM1
= 1 then A := append(A, [make_interval(pM1

(x),M1(x))])

fi;
if v1 ̸= vM1

then (pM (x) might have roots in (0, 1))
pI(x) := Moebius(pM (x), 1/x);
if lc(pI(x)) < 0 then pI(x) := −pI(x) fi;
MI := M(1/x);
pM1

:= Moebius(pI(x), 1 + x);
M1 := MI(1 + x);
vM1 := VAR(pM1(x);
if vM1

> 1 then T := cons([pM1
(x),M1(x), vM1

], T )

elif vM1
= 1 then A := append(A, [make_interval(pM1

(x),M1(x))])

fi
fi

od

The meaning of the various function calls is as follows:
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cons(a, L): inserts the element a at the head of the list L.

VAR(p(x)): returns the variation in the sequence of coefficients of p(x).

UBPR(p(x)): produces an upper bound on the positive roots of p(x) using Theorem 7.3.

LBPR(p(x)): produces a lower bound on positive roots of p(x) as discussed above.

make_interval(pM (x),M(x)): produces an isolating interval for a positive root of p(x) as described
above.

Moebius(q(x),M(x)): transforms q(x) by using M(x). In general a transformation of the form

M(x) =
a1x+ a0
b1x+ b0

where a1b0 − a0b1 ̸= 0 is called a Moebius transformation. To transform q(x) according to
M(x) we send it to (b1x+ b0)

nq(M(x)) where n = deg(q(x)).

Exercise 7.11 In some applications we are simply interested in knowing whether or not a poly-
nomial has a real root in an interval [a, b]. Modify the algorithm so that it answers this question
directly without computing any isolating intervals for roots.

We have one final but important efficiency consideration. The transforms used by the algorithm
are either of form x 7→ c + x or x 7→ 1/x. The second type are easy to implement efficiently since
all we have to do is reverse the order of the coefficients of the polynomial. For transforms of the
first type we require the expansion of p(c+x). If this is carried out naïvely then efficiency is greatly
impaired.

7.3.1 The Ruffini–Horner Method

We are given p(x) and c and wish to find the coefficients of the expansion of p(x+ c). Observe that
if we can express p(x) in terms of powers of x− c then we are done for we have:

p(x) = a′0(x− c)m + a′1(x− c)m−1 + · · ·+ a′m

so that
p(x+ c) = a′0x

m + a′1x
m−1 + · · ·+ a′m

i.e., the coefficients we are seeking are b0, b1, . . . , bm. This suggests the following approach: put
pn(x) = p(x) and then

pm(x) = (x− c)pm−1(x) + rm,

pm−1 = (x− c)pm−2(x) + rm−1,

...
p1 = (x− c)p0 + r1

p0 = (x− c) · 0 + r0.

108



Of course rm, rm−1, . . . , r0 are all constant and indeed ri = pi(c) for each i. This scheme gives us

p(x) = (x− c)pm−1(x) + rm

= (x− c)2pm−2(x) + (x− c)rm−1 + rm

...
= (x− c)mr0 + (x− c)m−1r1 + · · ·+ rm,

which is the required expansion. Let us put

p(x) = a0x
m + a1x

m−1 + · · ·+ am,

and
pm−1(x) = b0x

m−1 + b1x
m−2 + · · ·+ bm−1.

Then it is easy to see that

b0 = a0, bi = ai + cbi−1, 1 ≤ i ≤ m− 1.

This method of obtaining pm−1(x) from p(x) is called synthetic division. Clearly we can then repeat
the process to obtain pm−2 from pm−1 etc. One important observation is that if c = 1 then no
multiplications are needed at all.

Exercise 7.12 How many multiplications and additions/subtractions are needed in the worst case
for the Ruffini–Horner method? Consider also the special case when c = 1.

We note also that in the root isolation algorithm we often evaluate a polynomial at some number.
Again if this is carried out naïvely then efficiency is impaired. Put

p(x) = pmxm + pm−1x
m−1 + · · ·+ p0.

Then p(c) can be computed as

p(c) = (· · · ((pmc+ pm−1)c+ pm−2)c+ · · ·+ p1)c+ p0

which involves at most m multiplications and m additions/subtractions. This is frequently called
Horner’s rule and is a rare example of an algorithm which is optimal: any method which can take
an arbitrary polynomial and real number and return the value of the polynomial at the number
must use at least as many multiplications and additions/subtractions as Horner’s rule does.

Finally we note that the continued fractions method can also be used to approximate roots. To
be specific given an isolating interval for a positive root of p(x) and the Moebius transform which
was used to obtain the interval then we can approximate the root to any desired degree of accuracy
by applying appropriate Moebius transforms till we either obtain an exact root or the isolating
interval is small enough; see [2] for details. Of course the bisection method (i.e., the algorithm
APPROX of p.91) is very efficient as it halves the size of the isolating interval with each iteration.

Exercise 7.13 Consider a system of finitely many polynomial equations and inequalities (e.g.,
p(x) ≥ (x)) where each polynomial comes from Q[x]. The problem is to find all the solutions to the
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Figure 5: The open rectangle (a, b) + i(c, d) in the Argand plane.

system. Assuming that there is at least one non-trivial equation, show how to reduce the problem
to solving finitely many systems of the form

p(x) = 0; q1(x) > 0, . . . , qr(x) > 0, (∗)

where the solutions to the original system are obtained by taking the union of the solutions of the
finitely many new systems (∗).

Give an algorithm for producing all the solutions to a system (∗); the output consists of either
exact roots of p(x) or open isolating intervals for them.

7.4 Complex Roots
Although our main concern is with real roots we now give an outline of a method for isolating the
complex roots of a polynomial. Here we produce open rectangles of the form (a, b) + i(c, d), see
Figure 5.

The outline of the method is quite simple: suppose that given a non-zero polynomial p(z) and
a rectangle R of the complex plane we have a method of counting how many roots of p(z) (real or
complex) lie inside R. Using Theorem 7.2 we can produce a square which includes all the roots of
p(z). Now we can cut this into four equal smaller squares and count the number of roots in each
square. If some square has only one root then it forms part of the output. If it has no roots then
it can be discarded otherwise we recurse. (In fact, for reasons which will become clear later on, we
cannot always subdivide into squares but have to use rectangles instead.)
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The first problem we face is how to count roots in a rectangle. This has a very beautiful solution
which comes from the basic theory of functions of a complex variable. The method is explained
more easily if we consider counting the number of zeros of p(z) inside a simple continuous closed
curve C (by simple we mean that the curve does not intersect itself). Putting z = x + iy we can
write

p(z) = u(x, y) + iv(x, y)

where u(x, y), v(x, y) have rational coefficients. We think of C as lying in the (x, y)-plane and the
image of C, which is another curve (not necessarily simple), as lying in the (u, v)-plane. Note that
the image curve P (C) passes through the origin of the (u, v)-plane if and only if there is a root of
p(z) on C. From now on we assume that no root of p(z) lies on C. If C is deformed continuously
to another curve C ′ then of course p(C) is also deformed continuously to p(C ′). Moreover a curve
used during the deformation has a root of p(z) if and only if one of the image curves passes through
the origin of the (u, v)-plane. Moreover if C is contracted to a point then the same happens to
the image. It is now clear that the interior of C has a root of p(z) if and only if when we try to
contract p(C) continuously to a point some intermediate curve passes through the origin of the
(u, v)-plane. As C is contracted the image curve passes through the origin at least once for each
root of p(z) which is in the interior of C. In fact the image curve is wound around the origin at
least once for each root. For a better understanding of this suppose first of all that the interior of
C has only one root of p(z). Consider shrinking C to smaller and smaller curves around the root
(none of which passes through the root). Then none of the image curves passes through the origin
of the (u, v)-plane but as C shrinks the image curves also shrink and enclose the origin. Since no
intermediate curve has passed through the origin it follows that all curves including C enclose the
origin. Another way of phrasing this is to imagine that we are told to walk around p(C) holding a
piece of elastic whose other end is tied to a pole stuck into the origin of the (u, v)-plane. We stop
upon arriving at the starting point. If by the end of the walk the elastic has wound round the pole
at least once then there must be a root of p(z) in the interior of C otherwise the interior of C has
no such roots. (At the start the elastic is not wound around the pole at all.) This gives us a test
for detecting the presence of roots but we also want to count them.

Let us be more precise about the process of walking around p(C). We do not simply view this
as following a path which has already been traced out. Imagine that C is parametrized by a time
parameter t, i.e., we have a continuous function τ(t) with the property that τ(0) = τ(1) and which
traces out C as t varies from 0 to 1 (the choice of 0 and 1 as start and end times is arbitrary but has
become standard—in fact 0 is an excellent choice for computational reasons). Now As t varies the
points of the image of C are given by p(τ(t)) and our walk consists of following these points in the
order of generation. Note that this could involve us in going round p(C) several times, going faster
for some parts rather than others etc. At the end of the walk we see how many times the elastic
has wound around the pole and call this the winding number of p(z) on C. What we have now is
that the interior of C contains at least as many roots as the winding number. Further investigation
shows that a root of multiplicity d contributes precisely d to the winding number. Let us verify
this for

p(z) = (z − α)d.

We can take C to be a circle of unit radius and centre α. Thus C is given by

τ(t) = α+ sin(2πt) + i cos(2πt).

The image of C is thus
(sin(2πt) + i cos(2πt))d

111



•α3

•α1•α2

Figure 6: Deformed closed curve around the roots α1,α2, α3 of p(z).

and by de Moivre’s theorem this is the same as

sin(2dπt) + i cos(2dπt).

which traces the unit circle with centre at the origin exactly d times as t ranges from 0 to 1. For
the general case you might like to contemplate Figure 6. Finally as an illustration let p(z) = z3−1.
The roots of this polynomial are all included in the square (−2, 2) + i(−2, 2) whose image under
p(z) is shown in Figure 7

Exercise 7.14 Write an Axiom function contour(p,z,a,b,c,d) which takes a polynomial p ∈
Q[z] and plots the image of the rectangle (a, b) + i(c, d).

The preceding argument is an intuitive explanation of a rigorous theorem which holds for func-
tions which are more general than polynomials. For details see Henrici [31].

Note that in order for the bisection algorithm to work we must ensure that each root has
multiplicity 1 by working with the square free part of p(z). We shall assume from now on the p(z)
is square free.

How can we compute the winding number? First of all we label the quadrants of the plane in
the usual way (see Figure 8). Let w0 be the number of times that we cross from quadrant I to
quadrant II or from quadrant III to quadrant IV. Let w1 be the number of times that we cross from
quadrant II to quadrant I or from quadrant VI to quadrant III. Then it is clear that the winding
number is given by (w0−w1)/2 (assuming that we traverse the curve in an anticlockwise direction,
otherwise we obtain the negation of the winding number). In particular we are interested in the
winding number when C is a rectangle (a, b)+ i(c, d). We will always consider traversing rectangles
starting at the lower left hand corner, i.e., the point a+ ic, and going round anti-clockwise. We can
break this up into the traversal of the four edges that make up the rectangle—minus the start-point
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Figure 7: The image of (−2, 2) + i(−2, 2) under z3 − 1.

113



II

III IV

I

Figure 8: The four quadrants of the plane.

Figure 9: Some of the possible behaviours of the image curve near the roots of uz1z2(t).

of each edge in order to avoid duplicating it. We count the contribution that each segment makes
to the winding number and add up. The problem therefore reduces to considering the image of a
line segment.

The line segment joining a point z1 to z2 is given by z1 + (z2 − z1)t and we can easily compute
polynomials uz1z2 , vz1z2 ∈ Q[t] such that the image of the segment under p(z) is uz1z2(t)+ ivz1z2(t).
The times at which the image curve can cross from one quadrant to another are given by the real
roots of uz1z2(t) which lie in (0, 1]. These can be isolated by using the continued fractions method.
For each root we have to decide which quadrants, if any, are crossed by the curve as t passes through
the root. Figure 9 shows some of the possibilities that must be considered. The essential idea is
to find isolating intervals for the roots of uz1z2(t) in which vz1z2(t) has constant sign. Moreover we
ensure that the endpoints of such an interval are not roots of uz1z2(t). With these properties we
can then detect which quadrants, if any, are being crossed around each root.

Exercise 7.15 The real root isolation algorithm might return some exact roots as well as isolating
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Figure 10: Subdividing a rectangle.
.

intervals. How do we deal with these? (Avoid the obvious answer that we can replace them with
isolating intervals—it is correct but boring.)

Exercise 7.16 There is an extra complication when the end of a segment is on the vertical axis
(i.e., the full curve seems to be just about to cross from one quadrant to another). How do we deal
with this?

Computing winding numbers is an expensive process and so it is worth avoiding this whenever
possible. We proceed to outline some improvements to the original naïve algorithm which are
extremely effective. First of all the subdivision into four parts is better carried out in two stages.
First we subdivide horizontally and then vertically. So what? The idea is that for each rectangle we
do not just remember its winding number but rather the contributions to the winding number of
the four edges which make it up. Consider Figure 10. Upon subdivision by MN we need only work
out the winding number contributions of AN , MN and ND, the others can be deduced from the
old data and these new numbers. (Observe that the winding number is just negated if we traverse
the same edge but in the opposite direction. Of course the contribution from traversing an edge
need not be an integer.) If one of the smaller rectangles has winding number 1 then it can be
output. If it has winding number equal to 0 then it can be discarded. Otherwise it goes through
to be subdivided horizontally.

Before making any further improvements we must address one difficulty. The method of winding
numbers requires that no root of p(z) lies on the edges of the rectangle. At the outset this is fine
because Theorem 7.2 gives us a square which properly encloses all the roots of p(z). But as we
subdivide rectangles it is possible to hit a root. This can be detected as follows. If the image curve
of a segment is u(t) + iv(t) then the segment contains a root of p(z) if and only if u(t), v(t) have a
common root in [0, 1]. Thus we just test w(t) = gcd(u(t), v(t)) for roots in [0, 1]. Actually we need
only test for roots in (0, 1) (why?) and by using the transformation t 7→ 1/(1+ t) we can reduce this
to testing for positive roots. Now if it so happens that a proposed subdivision segment contains a
root of p(z) then we simply move it and try again. This process is bound to terminate since in any
rectangle there are only finitely many roots of p(z).
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All the methods which have been described so far work even if the coefficients of p(z) are complex
numbers (with rational real and imaginary parts). However for p(z) with rational coefficients we
can exploit a well known property of the roots: if α is a root of p(z) then so is its complex conjugate
ᾱ. Thus the roots of p(z) are either real or they come in pairs x + iy, x − iy with y ̸= 0. This
suggests that we isolate the real roots by the continued fractions method and then isolate only the
roots with positive imaginary part—for if (a, b)+i(c, d) isolates x+iy then (a, b)+i(−d,−c) isolates
x− iy. Unfortunately there is a snag: what rectangle do we use at the start? (this rectangle must
enclose only those roots of p(z) with a strictly positive imaginary part). It would be natural to
take the same rectangle as in the original algorithm but use only its upper half (i.e., cut it along
the x-axis). Alas this is no good if p(z) happens to have any real roots at all, otherwise it is fine
(of course we will know if there are any real roots from the use of the continued fractions method).

Exercise 7.17 Actually if we are a little lucky with the real root finding process we can still proceed
as though p(z) had no real roots. Explain.

So we have now reduced to the case when p(z) has at least one real root. We could look for a lower
bound δ on the distance between the roots of p(z) because if b is the bound given by Theorem 7.2
then we can use the rectangle (δ/2, b) + i(−b, b). Such a bound can be obtained from

Theorem 7.10 (Mahler) Let p(z) = a0z
m + a1z

m−1 + · · · + am be a polynomial with integer
coefficients of degree at least 2. Let ∆ be the minimum distance between its roots. Then

∆ ≥
√
3m−(m+1)/2(|a0|+ |a1|+ · · ·+ |am|)−(m−1).

Proof See Akritas [2] 2

Unfortunately the bounds obtained from this theorem tend to be extremely pessimistic and involve
us in working with numbers of large representation size. Their use would therefore slow the algo-
rithm down! (The theorem is extremely important in analyzing the worst case behaviour of root
finding algorithms.) We are thus forced to seek an alternative solution. Let (a, b) + i(c, d) be a
rectangle which isolates some roots of p(z) and has no roots on its edges. We make two observations.

1. If d < 0 then the rectangle isolates only roots with negative imaginary parts. We can just
discard this because by the end of the algorithm we will have isolated the conjugate roots
(with positive imaginary parts) and we can then recover the ‘lost’ roots.

2. If c < 0, d > 0 and −d < c then it is safe to split the rectangle into (a, b) + i(−c, d) and
(a, b) + i(c,−c). The first of these isolates only roots with positive imaginary parts. We have
also made a gain because the winding number of the splitting segment is just the negation of
the known number of the segment which joins a+ ic to b+ ic (why?).

With these modifications the algorithm tends to discard many rectangles and focuses on real roots
and complex roots with positive imaginary part. At the start of the algorithm it is a good idea not
to use a square but a rectangle of the form (−b, b) + i(−1, b). Note that in the output from this
modified version those rectangles which straddle the x-axis isolate real roots.

Exercise 7.18 The root finding algorithm has to carry out a great deal of complex number arith-
metic. The naïve method for mutliplying two complex numbers uses four multiplications, one
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addition and one subtraction. The number of multiplications can be reduced to three as follows:
given x1 + iy1 and x2 + iy2 compute

s1 := (x2 + y2) ∗ x1;

s2 := −y2 ∗ (x1 + y1);

s3 := x2 ∗ (y1 − x1);

then the real part of (x1 + iy1)(x2 + iy2) is s1 + s2 and the imaginary part is s1 + s3. Do you think
this is likely to help in speeding up the algorithm? Discuss pros and cons.
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