
1. Introduction
Neuronal response properties are often smoothly topographically organ-
ised across the cortical surface. The prototypical example is the map of 
orientation preference in primary visual cortex (V1). Many models of 
orientation map development have been very successful in reproducing 
the features of biological maps. The majority of these models are based 
on a principle of short-range excitatory and long-range inhibitory connec-
tions between neurons, e.g. von der Malsburg, 1973, Swindale, 1992, 
Obermayer et al., 1990 and the LISSOM model, Sirosh and Miikkulainen, 
1997.  

However, biological data suggests that 
long-range connections between V1 
neurons arise primarily from putatively 
excitatory pyramidal cells (Gilbert & 
Wiesel,1989, Hirsch & Gilbert, 1991, 
Weliky et al.,1995, Angelucci et 
al.,2002). Furthermore, simple models 
with long-range excitation and short-
range inhibition  have shown how a  
biologically realistic circuitry can repro-
duce features of adult V1 function such 
as extra-classical receptive field phe-
nomena (Schwabe et al., 2006). 

These models of adult function suggest that long-range excitatory connec-
tions are facilitatory when input is at low contrast, yet stronger activation of 
local inhibitory neurons at high contrast will cause these connections to 
act supressively. Previous developmental map models with long-range 
inhibitory connections are therefore unable to account for aspects of 
surround modulation. However,  it is not yet clear how such circuits can 
arise, which parts of the system are plastic, or in general how to reconcile 
these findings with otherwise successful developmental models such as 
LISSOM.  

We present the first model which is consistent with this realistic connec-
tivity, yet also reproduces the features of successful developmental mod-
els of topographic map formation. Future work will address how this 
connectivity can lead to surround modulation both in adult V1 and 
throughout development. 

2. Model Architecture
• Based on the reduced LISSOM model (Miikku-

lainen et al. 2005). 
• Neurons are modeled as firing rate-based point 

neuron units. 
• Initial afferent receptive field weights are random 

and lateral weights have an isotropic Gaussian 
distribution. 

• Final organisation is achieved after 20,000 input 
presentations (randomly oriented and positioned 
Gaussian patterns).

3. Activation and Learning
• Neurons combine activation from each projection using the following 

activation equation:

• The sigmoidal output function(    ) for each excitatory neuron is 
adapted by a homeostatic plasticity mechanism (Treisch, 2005) which 
brings its firing rate distribution into an approximately exponential 
regime (Joint work with Veldri Kurniawan). 

• Afferent and long range lateral projection weights are adjusted by 
unsupervised Hebbian learning with divisive normalisation :

4. Results 
Orientation Maps

• Realistic (and similar)  orientation maps in both V1Exc (colour indi-
cates orientation preference) and V1Inh. Pinwheel centres, saddle 
points, fractures, and linear zones are all observed.

• Orientation selectivity of inhibitory neurons (strength of colour indicates 
selectivity) is much lower overall than excitatory neurons.

Receptive fields & Lateral Connections

• Nearly all self organised afferent receptive fields are elongated and 
orientation selective. Lateral connections in V1Exc are dense around 
the neuron and patchy at longer distances. In V1Inh these connections 
are more diffuse overall. (Figure 1)

• The response to an oriented line on the retina (Figure 2) is patchy and 
selective for this orientation. In V1Inh activity patterns are similar but 
have a broader “halo” of activation.  

Development
• Experimentally observed orientation maps appear to arise as a stable 

structure that is maintained throughout development (A - from Chap-
man et al., 1996). 

• During development in LISSOM and other self-organising models, the 
orientation map structure changes dramatically over time (B).

• The new model (C) makes several changes to LISSOM which make 
development more stable over time. Output function threshold changes 
in LISSOM are replaced by homeostatic plasticity and short-range 
connections no longer shrink during the learning process.

5. Discussion 
Parameters in the model have been chosen such that presentation of 
input patterns results in activity patterns in V1Exc and V1Inh which are 
similar yet broader overall in V1Inh. During Hebbian learning, similar 
activity patterns will lead to the development of similar lateral connections 
and therefore smooth self-organisation and map formation. The broader 
overall activity in V1Inh also leads to a lower overall orientation selectivity 
in inhibitory neurons.

We believe that this broader inhibition acts at high-contrast as an effective 
“Mexican-hat”, equivalent to the long range inhibition in previous models 
(such as LISSOM). However, such models are be unable to account for 
low-contrast inputs, where the dynamics of inhibition will be different. 

Contributions
1. This model is the first developmental model of orientation map forma-

tion with connectivity compatible with experimental results. 
2. This is the first model with stable development of an orientation map 

over time.
3. This model will facilitate investigation of surround modulation in neu-

rons that each have a specific, dynamic connectivity embedded in a 
realistic map structure.   

4. The realistic connectivity in this new model now allows parameters to 
be tied to specific experimental results in particular species.   

Future Work
• Lateral excitatory connections 

depend on map structure, for 
example, connections between 
similar orientation preference 
domains in Tree Shrew V1 is 
shown in figures A&B (Bosking et 
al. 1997). Using this new model, 
which can reproduce both the 
facilitatory and supressive proper-
ties of long-range excitatory 
connections, it is now possible to investigate surround modulation in 
neurons with unique connectivity embedded within a map, both in adult 
and developing V1.

• Species differences in orientation map structure and their possible 
effects on functions such as surround modulation can be investigated.

• Other future work includes adding feedback connections from higher 
visual areas and using natural image input patterns.

Conclusions
• This model shows for the first time that it is possible to develop realistic 

maps in a way that is compatible with biologically realistic connectivity.

• This model is a good platform for the understanding of surround 
modulation and its dependence on lateral interactions in both the adult 
and developing visual cortex.
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horizontal connections at low contrast than at high contrast before local
inhibition is activated to suppress the cells’ response.

• As shown above - the pattern of long range lateral connections is related
to position within the topographic map of orientation. It is therefore a
possibility that the local map structure is also important in determining
the orientation and contrast dependent properties of surround modulation.

3 Model Architecture

[100]postfigure3.eps beginitemize
This model combines connectivity which is consistent with both surround mod-
ulation and orientation map development, allowing for an investigation of the
relationship between these features of the visual cortex.
A sheet of excitatory neurons (84 x 84) is connected to the model ”retina” sheet
(48 X 48) via an afferent projection. Inhibitory neurons (84 x 84) are connected
to the excitatory sheet via local excitation and inhibition and there are long
range excitatory connections between excitatory neurons and from excitatory
to inhibitory neurons.
Initial afferent receptive field weights are random and retinotopically orgainised,
lateral weights have an isotropic Gaussian weight distribution. Final organisa-
tion of receptive fields and orientation selectivity is obtained after 20,000 input
presentations (of oriented Gaussian patterns).

4 Activation and Learning

Each V1 neuron combines activation from each of its projections using the ac-
tivation equation:

ηij(t) = σ




∑

p

γp

∑

kl∈RFp

Xkl(t− 1)ωkl,ij



 (1)

Where the index p indicates a particular projection, Xkl(t−1) is the activation of
neuron (k, l), and wkl,ij is the weight from this neuron to neuron (i, j). The sign
of the ‘strength’ scaling factor γp is positive for afferent and lateral excitatory
connections, and negative for lateral inhibitory connections.
In this case the output function ( σ) for each neuron is based on a mechanism
proposed by Treisch et. al in which intrinsic homeostatic plasticity allows the
neuron to bring its firing rate distribution into an approximately exponential
regime (Joint work with Veldri Kurniwarn).
The weights of the afferent projection and long range lateral projections are
adjusted by unsupervised Hebbian learning with divisive normalisation:

ωkl,ij(t + 1) =
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ing to instead look having the short-range inhibitory projection also shrink and
strengthen over time as recently observed experimentally (Chen et al., 2005).
The shrinking of the short-range lateral excitation may then be retained but
counteracted by inhibition instead. There may also be several other ways in
which orientation selectivity may arise initially to provide a bias for self organ-
isation which is then strengthened during development.

The current architecture of the new model is based on this ‘no shrinking’ model
and is also capable of self organisation (preliminary results are shown in figure
26). There are also several outstanding problems, some of which are likely to be
the same problems that are observed with LISSOM no shrinking (i.e. patches
that do not organise). There are also additional edge effects in this model,
which may arise due to the additional connections. This model should benefit
from a more successful LISSOM ‘no-shrinking’ model however it will probably
be more fruitful at this stage to consider what the requirements for good self-
organisation are.

The standard LISSOM model begins with activation patterns in V1 that are
highly active in the centre of the ‘bubble’ and fall off quite smoothly. As de-
velopment progresses, activation patterns become smaller and more patchy but
remain smooth. In order to replicate the success of the standard LISSOM model
it will likely be necessary to replicate this type of progression and it is hoped
that some of the above ideas regarding inhibition will help.

4.4 Surround modulation

In order to replicate surround modulation effects it will be necessary to change
the dynamics of the inhibitory units. The general activation equation for a
neuron unit at position (i,j ) in a LISSOM map at time t is:

ηij(t) = σ




∑

p

γp

∑

kl∈RFp

Xkl(t− 1)ωkl,ij



 (1)

ωkl,ij(t + 1) =
ωkl,ij(t) + αηijXkl∑
(ωkl,ij(t) + αηijXkl)

(2)

where the index p indicates a particular projection (for example in standard
LISSOM the RF; afferent, lateral, or feedback), Xkl(t − 1) is the activation of
unit (k, l) in that receptive field, and wkl,ij is the weight from that unit to unit
(i, j). The sign of the ‘strength’ scaling factor γp is positive for afferent and
lateral excitatory connections, and negative for lateral inhibitory connections.
The σ function is a piecewise linear sigmoid (figure 27) and determines the
output of the neuron, given its input. In order to reproduce extra-classical
receptive field effects it will be necessary to change the parameters θl and θu

to make the inhibitory neurons initially harder to activate yet quick to respond
when they are active - this can be achieved by moving the lower limit θl closer
to the upper limit θu.
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