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Abstract

We observe an ever growing need for integration in
today’s research agendas across a variety of organ-
isations. The proliferation of ontologies and other
similar knowledge-rich and labour-intensive struc-
tures as well as their exposure to a distributed envi-
ronment like the Web, and eventually its successor,
the Semantic Web, justifies the need. Although a
plethora of solutions have been proposed and used,
there are many issues which remain unclear. The
most striking one is the antithesis in the availability
of solutions for semantic integration as opposed to
the abundance of techniques and methods for syn-
tactic integration. In this paper we make the first
step towards semantic integration by proposing a
mathematically sound application of channel the-
ory to enable semantic interoperability of separate
ontologies representing similar domains.

Content areas: mathematical foundations, knowl-
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municating systems, a correspondence between the inference
engines, in terms of their operators and deduction rules.”.

Although the debate on adequacy of ontologies is interest-
ing, it is out of the scope of this paper. We tackle the problem
of semantic heterogeneity from a theoretical standpoint with
attainable practical applications in a variety of knowledge
sharing structures, including ontologies. One way to achieve
the ambitious goal of semantic integration is to proceed in a
step-wise fashion. In our view, to be semantically integrated
presupposes to be semantically inter-operable. That's the fo-
cus of this paper. Semantic interoperability as a prerequi-
site for semantic integration. Our aim is to capture semantic
inter-operability between separate systems and to represent
and model it in formal structures in order to reason over those
in subsequent integration steps. Having achieved that, we
will then be able to establish semantic-preserving exchange
of information between the communicating systems, which
is the first, and arguably, the most crucial step in achiev-
ing the kind of inferential knowledge sharifdschold and
Griininger, 2002 and[Corréa da Sliva and others, 200&re
calling for.

2 The Role of Information Flow

In the context of a distributed environment like the Web,A satisfactory way then, to approach semantic interoperabil-
[Uschold and Gininger, 200 point out that, “two agents ity is via a formal notion ofnformation flow For that reason
are semantically integrated if they can successfully commuwe will usechannel theorya modern theory of semantic in-
nicate with each other” and successful communication mearformation and information flow put forward iBarwise and
that they understand each other and there is guaranteed ac&eligman, 199J7 This theory underlies also Kent's Informa-
racy. This is a requirement for complete semantic integratiotion Flow FrameworKent, 2000, which also attempts to

in which the intended models of both agents are the same, thaccomplish this goal of interoperability. Appendix A we list
is, all the inferences that hold for one agent, should also holthe main definitions we are using in this paper in order to
when translated into the other agent’s ontology, the authoréxplore how channel theory can help us to put the task of
continue. This is proposed as the golden standard of semagemantic interoperability on a firm theoretical ground. We
tic integration, but we are skeptical about how or whether ithave been putting the prefix ‘IF” in front of channel-theoretic
can be achieved in computationally tractable manners. Asonstructions to distinguish them from their standard mean-
it has been shown in a recent case stli@priéa da Sliva ing. For a more in-depth understanding of channel theory we
and others, 2042 ontologies, which are naturally believed point the interested reader [Barwise and Seligman, 197

to be the right vehicle for this task, “fall short in providing  The key channel-theoretic construct we are going to ex-
adequate solutions in certain knowledge sharing scenariosploit is that of adistributed IF logic This is the IF logic that
These are mostly concerned with problem solving knowl-represents the information flow occurring in a distributed IF
edge, where inferential knowledge needs to be made explicgystem. In particular we will be interested in a restriction of
when shared. As the authors state, “there ought to be, behis IF logic to the language of those communities we are at-
yond the usual ontological correspondence between the contempting to integrate. The basic idea is the following.



Suppose two communities andB need to inter-operate,
but are using different ontologies in different contexts. We
use anF classificationas a very simple mathematical struc-
ture that effectively captures the local syntax and semantics
of a community for the purpose of semantic interoperability.
The syntactic expressions that a community uses will consti-
tute thetypesof the IF classification. Depending on the kind
of semantic interoperation we want to achietygescan be
concept or class symbols, relation names, complex queries or
logical expressions, or even sets of expressions. The mean-
ing that these expressions take within the context of the com-
munity will be represented by the wagkensare classified
to types Hence, the semantics is characterised by what we
choose to be the tokens of the IF classification for a partic-
ular community; therefore, these will vary depending on the
particularities of a semantic interoperability scenafiokens
may, for example, be particular instances of classes or ab-
stract first-order structures. The crucial point is that the se-
mantics of the interoperability scenario crucially depends on
our choice of types, tokens and their IF classification for each
community. The example in Section 3 will make this point
clearer.

To have communitiesA and B semantically inter-

nel; this is crucial. The distributed IF logic is the inverse
image of the IF logic at the core; therefore the type and
tokens system at the core and the IF classification of to-
kens to types will determine the IF logic at this core. We
usually take the natural IF logic as the IF logic of the
core. This seams natural, and is also what happens in
the various interoperability scenarios we have been in-
vestigating.

Itis interesting though, that since the distributed IF logic
is an inverse image, soundness is not guaranteed, which
means that the semantic interoperability is not reliable in
general. Even itx 4 ( in the IF logic, there might be
tokens (instances, situations, models, possible worlds)
of the respective components for which this is not the
case. Reliable information flow is only achieved for to-
kens that are connected through the core. The way in
which infomorphisms from components to the core are
defined in an interoperability scenario is crucial. If these
infomorphisms are token-surjective, then the distributed
IF logic will preserve the soundness of the IF logic of the
core. Proving the token-surjectiveness is hence a neces-
sary condition for reliable semantic interoperability.

operating will mean tcknow the semantic relationship in N the following section we develop the above key ideas using

which they stand to each otherln terms of the channel-
theoretic context, this means to know an IF theory that de-
scribes how the different types froh andB are logically 3
related to each other, i.e., an IF theory on the union of type
typ(A) U typ(B) that respects the local IF classification sys-

an hypothetical, but realistic example.

Interoperability via IF Channels

e elaborate on an imaginative scenario to demonstrate the

tems of each community — the meaning each community a
taches to its expressions — but also interrelates types whe
ever there is a similar semantic pattern, i.e., a similar way;
communities classify related tokens. In such an IF theory q

sequent likex - 3, with o € typ(A) andg € typ(B), would

represent an implication of types among communities that i
in accordance to how the tokens of different communities are

connected between each other.
This IF theory is the IF theory of the distributed IF logic of

an IF channel
C
VN
A B

that represent the information flow betwedrand B. This

channel can either be stated directly, or indirectly by some

sort of partial alignment oA andB. The logic we are after
is the one we get froomovinga logic on the coreC of the
channel to the sum of componem{s+ B.

strengths of channel theory in capturing semantically rich in-
ormation for alignment purposes. We are dealing with a

Ytuation where an agent or a group of agents (human or

artificial) are faced with the task of aligning organisational
tructures and responsibilities of ministries across different
overnments. This is a realistic scenario set out in the do-
ain of e-governments and despite its imaginative nature,
s complexity and importance differentiates it from mapping
ontologies of real world academic departments described in
[Kalfoglou and Schorlemmer, 2002vhere similar technol-
ogy was used.

Our agents have to align UK and US governments, by fo-
cusing on governmental organisations, like ministries. The
focal point of this alignment, is not only the structural and
taxonomic differences of these ministries but the way in
which responsibilities are allocated in different departments
and offices within these ministries.

For the sake of brevity and space reasons, we only describe
here four ministries: The UK Foreign and Commonwealth
Office, the UK Home Office, the US Department of State,
the US Department of Justice (hereafter, FCO, HO, DoS and

e Its set of types is the disjoint union of all the types of the DoJ, respectively). We gathered information related to these
component IF classifications: That is the language weministries from their web sitéswhere we focused on their
speak in a semantic interoperability scenario, becauseérganisational structures, assuming that the meaning of these

we want to know when type of one component corre-
sponds to a typg of another component.

strainta - G will represent that every is a3, together
with a constrain3 - o we obtain type equivalence.

e The IF theory will be induced at the core of the chan-

structures is in accordance to the separation of responsibil-
ities. These structures were trivial to extract, either from

Its IF theory will be over this set of types, hence a con-the hierarchical lists of departments, agencies, bureau, direc-

torates, divisions, offices (which we shall commonly refer to

1Accessible from www.homeoffice.gov.uk, www.fco.gov.uk,
www.state.gov and www.usdoj.gov.



asunitg) within these ministries, or organisational charts andvice versa. But we can attempt to derive an IF theory that de-

organograms publicly available on the Web. The extraction okcribes how the different ministry types are logically related

responsibilities and their units though, requires an intensivéo each other—an IF theory on the union of ministry types

manual knowledge acquisition exercise (typically, a missiontyp(UK) Utyp(US) in which a constraint likéCO + DoS

statement underwahat we dchyperlink). would represent the fact that a responsibility of the UK For-
The ministries’ taxonomies range from 38 units comprisingeign and Commonwealth Office is also a responsibility of the

the US DoJ to 109 units for the UK HO. In this example we US Department of State.

focus on the alignment of 3 common responsibilities between

these ministries: UK Foreign and

UK Home Office Commonwealth Office
e passport servicesesponsibility of HO and DoS; ngencies (4G Foreign Seccetary (£S)
e promote productive relationsesponsibility of FCO and
DoS;
° immigration controj responsib”ity of HO and DoJ. Passport Agency [FA)  Inmigration and ational ity Buropean Union Hilateral
Directorate (1MO) Department (EUED)
Four steps towards semantic interoperability:
In order to achieve the semantic interoperability we desireUs Department ot State US Department of Justice
we will go through the following four steps: Secretary O State (SaS) Afiomey Genesal (4Ge)
1. We define the various contexts of each community by
means of a distributed IF system of IF classifications;
: i H H _ | Bureau of Consular EBurea of European lmigration and Naturalization
2. We def|r_1e anIF channe} —its core and |nfomorph|sms Afta s (5Chy Atta s (5EAy Serorce (INS)
connecting the IF classifications of the various commu
nities;

3. We define an IF logic on the core IF classification of the Figure 1: Hierarchical structures of government ministries
IF channel that represents the information flow between
communities; We shall construct the IF channel that will allow us to de-
rive the desired IF theory using the hierarchical structure of

units shown in Figure 1. Within the context of one govern-

g?;?g&cggfnn;ntt?c?r?tt:r'g;gfa:)'i:":;eory that describes th(?nent, different ministries represent already the top-level sep-
' aration of responsibilities.

These steps illustrate a theoretical framework and need not to From the hierarchical structures we extract an IF theory on
correspond to actual engineering steps; but we claim that anit types for each government. Following are the two IF
sensible implementation of semantic interoperability can beheories of UK and US units, respectively:

achieved following this framework, as it constitutes the theo-

4. We distribute the IF logic to the sum of community IF

retical foundation of a semantic interoperability scenario. In =AGFS - SoS,AGe
fact, [Kalfoglou and Schorlemmer, 20D2se similar tech- AG,FS + So0S,AGe -
nigues to assist in ontology mapping. In the remainder of PA - AG BCA - SoS

this section we apply the above four steps to our hypothetical

interoperability scenario. IND - AG BEA - SoS
PA,IND + BCA,BEA -
3.1 Community IF Classifications EUBD F FS INS - AGe

UK and US governments use different ontologies to repre-
sent their respective ministries; we shall be dealing, therefor(:‘,-dr
with two separate sets of types:

By extracting responsibilities from the units’ web sites we
e able to define an IF classification for each government
whose tokens are responsibilities and whose types are min-
typ(UK) {FCO,HO} istry units, and then classify responsibilities to their respec-
typ(US) = {DoS,DoJ} tive units. These IF classifications will have to be in accor-
yp ' dance to the hierarchy as represented in the IF theories. That

We model the interoperability scenario using a separate IfS, if aresponsibility is classified to a unit, it shall also be clas-
classification for each governmemK and US, whose sified to all its SUpra-UnltS. This can be done automatlcally.

types are ministries. In the.case of UK units, the IF classificatidq, x will be the
To have UK and US ministries semantically inter-operablefollowing:

will mean to know the semantic relationship in which they \ AG PA IND FS EUBD

stand to each other, which we take to be their set of responsi- T 1 1 0 0 0

bilities. It is sensible to assume that there will be no obvious ro | 1 0 1 0 0

one-to-one correspondence between ministries of two gov- rg | 1 0 0 0 0

ernments because responsibilities of a ministry in one govern- ry | O 0 0 1 1

ment may be spread across many ministries of the other, and rs | O 0 0 1 0



Here tokens; to r5 represent responsibilities extracted from 3.2 The IF Channel

the units’ web sites. So, token stands for the responsibil- \ve construct an IF channel from a partial alignment of some
ity immigration controlof the Immigration and Nationality of the responsibilities extracted from the ministerial units’

Directorate, and hence also for the Agencies, while token \veb sites. This is the crucial aspect of the semantic inter-
stands for a responsibility of the Agencies only. For the USgperability, since it is the point where relations in meaning

units we proceed in the same way: are established. We assume a partial alignment, that is, one
| SoS BCA BEA AGe |INS where not all responsibilities, to r5 are related to responsi-
$1 1 1 0 0 0 bilities s; to s5. In particular we shall assume the alignment
S2 1 0 1 0 0 of UK responsibilities, ro andr, with US responsibilities
S3 1 0 0 0 0 $1, S4 andss:
se | O 0 0 1 1 e passport services; «— s;

S5 0 0 0 1 0

) T ] e immigration control:ry «— sy
However, the phrasing of responsibilities in the US web sites . .
might differ form that in the UK web sites, which will re-  ® Promote productive relationsy «— s
sult in a separate set of tokensg . . ., s; for IF classification ~ The focus of this paper is not how this partial alignment is es-
Apg. tablished; various heuristic mechanisms have been proposed

To represent how ministry types (lil&CO,HO, etc.) from  in the literature (see e.dMitra and Wiederhold, 2002 We

the IF classificatioUK relates to the IF classificatioh; i~ assume that we have already applied one of those heuristics.
of ministerial units, we will use thélip A;, of the IF clas-  Our purpose here is to provide a framework that shows how a
sification table and itslisjunctive powerVAZ . The flip partial alignment of a few responsibilities fits into the larger

classifies ministerial units to responsibilities, and for the ukPicture of an alignment scenario as the one described here,
case itis: and represented as a distributed IF system, and how a global

| IF theory of semantic interoperability on the level of govern-

"L T2 T3 T4 Ts g o . ; L
G i 1 1 0 0 ment ministries is _derlv_ed from t_hls pa_rt|al allgnment.
PA 1 0 0 0 O The above partial alignment is a binary relatlor) bet_ween
WD lo 1 0 o o typ(Agr ) andtyp(Agrg). In order to represent this align-
ES o 0 0 1 1 ment as a dlstrlbuted IF system in channel theory, we de-
EUBD| O 0 0 1 O compose the binary relation into a couple of total functions

- . . - L .. §UuK,gus from a common domainyp(A) = {a, 3,7}
The disjunctive power of this flip classifies ministerial units gF%feggrﬁplegAUK(a) = ry andgAUS%/(]j)( :) s1.) {Thiﬁs \7\/?"
to sets of responsibilities, whenever some of its responsibilz o nstitute the type-level of a couple of infomorphisms. We

it:es 'Sf among those in the set. Here is a fragment of this Ifomplete the alignment to a system of IF classifications
classification:

‘ {7‘1,7'2,7“377‘477'5} {7“177“277'3} {7“471“5} AL gUéAﬂ)AL
AG 1 1 0 UK us
PA 1 1 0 by generating the IF classification agp(A) with all possible
|’|;18D i (1) (1) tokens, which we generate formally, and their classification:
EUBD 1 0 1 a B9
S I no| 0 0 O
The way ministries relate to these sets of responsibilities can mlo o 1
then be represented with an infomorphigmy : UK = n; 0 1 0
1 .
huk(HO) = {ri,re,r3} ng| 1 0 O
hux(FCO) = {ry,rs} ns |10 1
Each context for a government, with its ministries, their np |1 1 1

respective units, and hierarchy captured by an IF theory, i . . .
then represented as a distributed IF system of IF classificzj:o satisfy the fundamental property of infomorphisms, the

tions. For the UK government this distributed system is theOken-1evel ofgy i, gus must be as follows:

following: guk(AG) = ng gus(S0S) = nj
VAL, guK(PA) = ny gus(BCA) =ny

huk NAy K ngK(lND) = N2 ngs(BEA) = N1

guk(FS) =n; gus(AGe) = ny

UK AéK ngK(EUBD) =N ngs(”\lS) =Ny

o L ) This alignment allows us to generate the desired channel
In the next step we use the flip$;;,, andA;¢ to align re-  petweenUK and US that captures the information flow ac-
sponsibilities in order achieve the desired semantic interopeeording to the aligned responsibilities. This is done by con-
ability. structing a classificatio® and a couple of infomorphisms



fuk : VAL = Candfys : VAL = C that correspond — system—which captured the contexts of governments to-

to a category-theoretic colimiMac Lane, 199Bof the fol-  gether with the alignment of certain responsibilities—the nat-
lowing distributed IF system, which includes the alignmentural IF logic will have as its IF theory all those sequents that
and the contexts of each government: conform to the government’s contexts as well as to the align-

ment, which is what we desire for semantic interoperability.

C
% w 3.4 The Distributed IF Logic
The natural IF logic has an IF theory whose types are sets of
VAL responsibilities taken from UK or US web sites, but we want
NAys hus to know how this theory translates to government ministries,
/ \ by virtue of what responsibilities each ministry has. For that
AL Us ~reasonwe take the IF theory of the distributed IF logic of the
IF channel:

VALK

hV ‘YUK
1
UK A <— A o

UKgu i

This is a cover of the distributed IF system.

C
‘UK ohuk oh
3.3 The IF Logic on the Core fu / w s
UK US

This is how colimitC is constructed: Its set of typegp(C)
is the disjoint union of types of A7, and VA ; its to-
kens are connections—pairs of tokens—that connect a tokemhich is the inverse image alonigiy x chy k) + (fusohus)
a of VA with a tokenb of VA4 only whena andb are  of the natural IF logicLog(C) generated from the core IF
send by the alignment infomorphismis andgy s to tokens  classification. Its theory has the following constraints:
of the alignment IF classificatioA that are classified as of
the same type. For example, the c&ewill have a token FCOFDoS  DoJi-HO
(AG,S0S) connectingv A -tokenAG with VA ¢-token FCO,HO + - FCO,HO
SoS, becausegyy ik (AG) = ng andgys(So0S) = ns, and DoS,DoJ - + DoS,DoJ
bothns; andng are of typex in A.
The following is a fragment of the IF classification on the These constraints capture the semantic interoperability be-

core (not all types are listed, but all tokens are): tween all ministries, UK and US.
{ri,ra,rst  {ra,rs}  {s1,s2,s3} {ss,s5} 4 Related Work
(FS,BEA) 0 1 1 0 , .
(EUBD,BEA) 0 1 1 0 Previously, Kalfoglou and Schorlemmer have shown that in-
(FS,S0S) 0 1 1 0 formation flow can be used to assist in ontology mapping
(EUBD,S0S) 0 1 1 0 [Kalfoglou and Schorlemmer, 20D2 Their work demon-
(IND,AGe) 1 0 0 1 strates a practical application of information flow theory in
(IND,INS) 1 0 0 1 the area of ontology mapping where the ontologies used were
(PA,BCA) 1 0 1 0 representing academic departments from different universi-
(PA,SoS) 1 0 1 0 ties which were eventually mapped onto each other.
%ﬁg’ggé; 1 8 1 8 _A cqmplementary agenda is that currently persued py Kent
' with his Information Flow FrameworkKent, 2009, which

It shows the IF classification of all connections to those typesontributes to a standard that will specify an upper ontology,

of the core that are in the image fif x ohyx andfysohys,  enabling computers to interoperate. Targeted to upper ontolo-
which are the infomorphisms we will use in the next step togies, his effort is focused to concepts that are meta, generic,
distribute the IF logic on the core to the IF classificatitiK  abstract and philosophical, and therefore are general enough

andUS. to address (at a high level) a broad range of domain areas.
As the IF logic on the core we will take the natural IF logic  Similar work on using the notion of classification of to-
of the IF classificatiorC, whose constraints are: kens in[Stumme and Maedche, 200% demonstrated in the
FCA-MERGE system, where the underpinning theory is that
{ra,rsy = {s1,82,83} of formal concept analysiEGanter and Wille, 1999 Last,
{s4,85} F {ri,m2,73} but not least, there is a plethora of less formal approaches for
{ri,ro,m3}, {ra,r5} F semantic integration, notably the work on using communi-
F o (e}, {ra,rs) ties of practice ar_1d Iea_\rnmg algorithrf&riesen, 200R and
el ® on constraint-satisfaction-based systdBeessan and Goh,
{51582783}7{84785} F 1996

T

{817 52, 83}7 {847 85}

The natural IF logic is the one that captures in its constrainté Conclusions
a complete knowledge of the IF classification. Since we havén this paper we presented a practical application of chan-
constructed the IF classification from those in the distributechel theory to capture and model semantic interoperability



in terms of information flow between different systems thatiF channel: Cis anindexed family{ f; : A; = C};e; of infomor-

need to be integrated. The strong mathematical foundations  phisms with a common codoma, thecoreof C. The tokens

of channel theory and their seamless transformation to logic ~ of C are callecconnections

programs enabled us to work out a real world integrationsum: A + B of classifications has as set of tokens the Cartesian

scenario with semantic-preserving exchange of information.  product oftok(A) andtok(B) and as set of types the disjoint

These could provide a better understanding of the foundations ~ union oftyp(A) andtyp(B), such that forx € typ(A) and

for building and deploying semantically integrated systemsin 8 € typ(B), (a,b) Fa+B «iff a [=a o, and{a,b) FaiB

distributed environments. Biff b =g 3. Given two infomorphismgi » : A; 2 = C, the
sumfi + f2 : A1 + A, = Cis defined by(f1 + f2)(a) =
fi(a) if o € Ajand(f1 + f2)7(c) = (f1(c), f2(c)), forc €
tok(C).

Distributed IF system: .4 consists of an indexed famibja(.A) =
{A.}.c1 of classifications together with a setf(.A) of info-
morphisms all having both domain and codomairli(.A).
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IF classification generated by an IF theory: Given a regular IF
theoryT', the classification”la(T") generated by is the clas-
sification whose tokens are partitiofE, A) of typ(T") that
are not constraints @, and types are the types’6f such that
<F, A) ):Cla(T) aiff a €T.

IF logic: £ = (tok(£),typ(L),}=s,Fe, Ng) consists of a clas-
sificationcla(£) = (tok(£),typ(L), =e), a regular theory
th(£) = (typ(L),F¢) and a subset aVg C tok(L) of nor-
mal tokenswhich satisfy all the constraints of(£); a token
a € tok(L) satisfies a constrairit - A of th(£) if, whena
is of all types inI", a is of some type iMA. An IF logic £ is
soundif Ng = tok(£).

Creating semantically integrated communities on the world wideNatural IF logic: It is the IF logic Log(A) generated from an IF

web. INWWW 2002 Semantic Web Worksh2p02.

A Channel Theory

IF classification: A = (tok(A),typ(A), =a) consists of a set
tok(A) of tokens a settyp(A) of types and a binary relation
=a betweentok(A) andtyp(A).

Infomorphism: f : A = B from classificationsA to B is a
contra-variant pair of functiong = (f", f°) satisfying the
Fundamental Property (b) =a « iff b = f(«), for each
tokenb € tok(B) and each typex € typ(A); f is token-
surjectiveif f~is surjective.

Flip: A™ is the classification whose tokens agg(A) and types
aretok(A), suchthaty =1 aliff a =4 a.

classificationA, and has as classificatiak, as regular theory

the theory whose constraints are the sequents satisfied by all

tokens, and whose tokens are all normal.

Inverse image: Given an infomorphisny : A = B and an IF
logic £ on B, the inverse imagg¢ ' [£] of £ underf is the lo-
cal logic onA, whose theory is such that- A is a constraint
of th(f~'[€]) iff f[T] F f[A]is a constraint ofh(£), and
whose normal tokens al¥;—1(o) = {a € tok(A) | a =
f7(b) forsomeb € Ng}. If f is token-surjective and: is
sound, thery ~*[£] is sound.

Distributed IF logic: Given a binary IF channel = {fi 2

A, = C} and an IF logicg on its coreC, the distributed
IF logic DLoge (L) is the inverse image of under the sum

fi+ fo.



